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Abstract : The need for hosting services in data centers rises as platforms for IT and cloud services require more processing power 

and storage capacity. The need for electricity to run IT equipment and maintain cool data centers is greater on these platforms. 

Making data centers as efficient as feasible without compromising the quality of their energy supply has grown more difficult in 

recent years. This is a result of the growing number of locations that require data storage. As a result, numerous optimization 

techniques have been developed that leverage machine learning to increase power efficiency. This paper attempts to categorize 

and rank the various ways in which machine learning algorithms are applied by researchers to optimize the amount of energy used 

by data centers. It achieves this by examining the principal studies that have been conducted since and. The purpose of this 

evaluation is to assist scholars in making well-informed decisions about which methodologies to employ. Machine learning is 

discussed in terms of its potential to increase data centers' power efficiency. The usage of a neural network and optimization 

inspired by biology is one potential course of action that this study recommends. In order to set the parameters, this was done. 
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1. INTRODUCTION 

Large amounts of data must be processed and stored by 

numerous firms at locations known as data centers, which 

are centralized locations. These facilities serve the needs of 

various types of businesses. A "data centre" is a structure 

that houses a large number of servers and network 

equipment. Data is gathered by servers and processed and 

updated by network infrastructure. By establishing a 

network connection with servers located in a data center, 

users can obtain the data. Both the number of individuals 

and the amount of knowledge have increased dramatically in 

recent years. An essential component of the infrastructure 

enabling this kind of advancement are data centers. Big IT 

businesses are engaged in a "information contest" over data 

center technologies, with the goal of controlling the cloud 

computing market as it expands alongside green computing 

concepts. There is more to building data centers than merely 

processing speed. Concerns over the enormous amounts of 

power required for data centers to function are growing. the 

sections of data centers with the highest overall electricity 

use.The majority of the business's operating expenses are 

covered by them. Consequently, cutting the energy 

consumption of cooling systems and servers has emerged as 

the primary goal for growing green data centers. The 

majority of the time, these places' high electricity costs 

prohibit the construction of data centers, which require a lot 

of power. The environment is being harmed even more by 

the startling rate at which the "carbon footprint" is 

expanding. Concerns regarding the amount of energy that 

data centers consume have been voiced by both the 

commercial and academic communities. From what has 

been discussed thus far, we can conclude that high-

performance computing, low-power servers, energy 

conservation in computer rooms, and the utilization of 

renewable energy sources account for the majority of a data 

center's energy consumption. This document aims to provide 

a high-level overview of the key components of a 

comprehensive framework for data center energy efficiency. 

These energy-saving strategies aim to maximize data center 

efficiency while minimizing their environmental impact in a 

way that adapts to user preferences and other variables. 

2. RELATED WORK 

Huigui et al. (2016) This article explains energy-efficient 

data center design, construction, and operation. Some of the 

topics covered include high-performance computers, server 

rooms equipped with energy-saving technologies, and the 

utilization of renewable energy sources. Here, we provide a 

comprehensive list of recommendations for enhancing data 

center performance while lessening environmental effect. 

Among the various considerations these plans make include 

energy efficiency, cost savings, and environmental 

protection. This study also discusses novel approaches to 

reduce the energy consumption of data centers. 
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G H S Kaushik,et al.(2019)  A data center releases a lot of 

carbon dioxide into the atmosphere due to its high electricity 

use. How to make cloud computing green by utilizing 

techniques that maximize available energy is the largest and 

most challenging issue. It is less expensive to operate and 

has a smaller environmental impact. We recognize how 

critical it is for humanity to use green energy and caution 

against obtaining a lot of brown energy from a single source, 

despite the fact that there is a great deal of uncertainty 

surrounding locally produced renewable energies. Thus, our 

dynamic algorithm provides a practical means of utilizing 

renewable energy. 

Ding et al.(2022) In this paper, we propose a data structure 

that is an extension of a previously implemented technique. 

The objective is to convert the VM-placement problem's 

fitness computation complexity from a quadratic function of 

the input size to a linear function. To increase the 

performance of the general algorithm in terms of execution 

time, an alternative fitness function is proposed to be 

introduced to this data structure. Our approach can 

accelerate GA calculation by a factor of eleven, as 

demonstrated by experiments. This indicates that in order to 

save energy, virtual machines can be arranged more 

effectively in large data centers with roughly 1500 real 

processors. 

Huda Ibrahim et al.(2018) This essay's primary goal is to 

create an algorithm for work scheduling that is dynamic. To 

achieve this, a technique based on Integer Linear 

Programming (ILP) is recommended in order to lower the 

required power consumption of a cloud data center. To 

develop a near-optimal scheduling solution that minimizes 

energy consumption and accounts for the constantly 

changing Cloud, we propose to apply an Adaptive Genetic 

Algorithm (GA). This action was done in order to 

accomplish the aforementioned objectives. We performed a 

number of tests in an environment that resembles the cloud 

architecture to verify the quality and performance of the 

suggested adaptive GA. 

Sahar et al.(2015) This work proposed an efficient 

technique to distribute tasks among virtual machines using a 

genetic algorithm. The distribution of resources is 

determined by the power consumption of individual virtual 

machines and the total number of resources. In terms of 

growth and energy consumption, the suggested method 

outperforms both the first-fit decreasing (FFD) and the best-

fit decreasing (BFD) algorithms. 

3. METHODOLOGY 

How much power computers and other electronic devices 

use, with a focus on how to use less power (especially in 

networks). 

3.1 Servers and switches in data centres use a lot of 

electricity. 

A data center's computers and servers consume the majority 

of the building's electricity. The duration of a server 

computer's central processing unit's operation determines 

how much energy it requires. Just to keep its memory, disks, 

and I/O resources online and functional, a server still 

consumes roughly two-thirds of the electricity it would 

require at peak load when it is idle. 

 

The two most popular methods for reducing server energy 

consumption are Distributed Power Management (DPM) 

and Distributed Volume File System (DVFS). The primary 

technique modifies CPU power (and, consequently, 

performance) in accordance with the current workload. The 

disks, RAM, and busses will continue to operate at the same 

rates because this DVFS optimization only impacts the 

CPUs. It uses a lot more energy to power up (or shut down) 

than the DVFS system. However, because it can shut down 

servers while keeping all of their components operational, 

the DPM approach is far superior. Here's another method to 

discuss frequency reductions: 

 

Figure 1 shows how much power a typical computer server 

need. 

 

Fig. 1 How much electricity do data centres need? 

Network switches facilitate the routing of user requests to 

the appropriate compute servers for processing. A few 

factors stand out among the many that influence a switch's 

overall energy consumption: It matters what the number of 

ports, the type of switch, the cabling options, and the 
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transmission rates of the ports are. These can be 

demonstrated using the following models: 

 

Putting energy to good use 

The IT hardware that was handling user requests would 

receive electricity. The machine and the network would then 

share this power after that. It has been incorrectly concluded 

by some research that the communication network is only an 

additional expense required to transfer tasks to the work-

doing servers. But as we'll see, effective communication is 

essential to completing any assignment. The effectiveness of 

a task is greatly influenced by the characteristics of the 

communication network, including its bandwidth capacity, 

transmission delay, delay jitter, buffering, loss ratio, and 

communication protocol performance. 

Optimization of data centre systems to get the most out 

of their efficiency 

Data centers can reduce their energy consumption by 

optimizing processes related to scheduling, load balancing, 

data replication, virtual machine deployment, and 

networking. Task schedulers frequently employ a 

mechanism known as "workload consolidation" to ease the 

burden on the servers performing operational computing and 

enable the sleeping of additional computers. The servers that 

are in use for computing are therefore the ones that receive 

the most workload. However, different policies are needed 

for most data centers' network configurations, therefore this 

type of scheduling strategy is really only effective for 

systems that can be conceptualized as a pool of identical 

compute servers. The typical data center design, depicted in 

Figure 2, is a "fat tree."It may arrange all of the highly 

utilized computing servers simultaneously and group them 

into a limited number of racks. However, this causes a rack 

or aggregation switch's network traffic to slow down. A 

standard rack has 48 server capacity, however it can only 

have two 10 GbE lines connecting it to the aggregation 

network. There is a 2.4 GE gap in bandwidth between the 48 

GE of input and the 20 GE of output. The scheduler must 

strike a balance between distributing network traffic and 

concentrating workload in a data center that employs cloud 

services that require it.  

 

Fig. 2. A data centre that has three levels 

It is possible for any switch in the data center to experience 

backups in both the uplink and downlink directions. Traffic 

increases in the downlink direction when each entrance 

link's capacity increases relative to each egress link's. 

The DENS technique, which determines the optimal 

computing resource for a task by considering the load level 

at that moment as well as the anticipated communication 

requirements of the various components of the data center. 

Reducing energy utilization is the aim. By 

"communicational potential," we mean the total bandwidth 

that certain servers or groups of servers are able to utilize 

due to the configuration of the data center. The hierarchical 

structure used by the DENS approach complements the most 

recent architecture for data centers. Conventional scheduling 

methods, on the other hand, typically view datacenters as a 

single, large pool of identical servers. However, 

conventional schedule-making methods remain wise 

decisions. 

 

Here, the critical components (servers, racks, and/or 

modules) are represented by weighted coefficients, which 

indicate the relative contributions of each component to the 

overall measure's performance. We indicate the relative 

importance of each component by using weighted 

coefficients, where and. Servers with full loads are more 

likely to be placed in racks that are largely empty the higher 

the value. 

4. CONCLUSION 

The cost of operating the data centers, which house the 

computer equipment, is mostly determined by the amount of 

energy used. This chapter will examine the ways in which 

communication and network awareness can help lower the 

energy consumption of cloud computing, along with the 

implementation strategies for these changes.  

Communications-related tasks are either disregarded or 

given less importance in the majority of existing IT 

solutions designed to reduce energy consumption and boost 

performance. However, communication is actually what 

powers cloud computing platforms. The quality of task 

execution can be influenced by various network parameters, 
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including but not limited to bandwidth capacity, 

transmission delay, delay jitter, buffering, loss rate, and 

communication protocol performance.  
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