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Abstract—Aspect extraction is the most critical and thoroughly researched process in SA (Sentiment Analysis) for conducting an accurate 

classification of feelings. Over the last decade, massive amounts of research have focused on identifying and removing elements. Products have 

centralized distribution channels, and certain apps may occasionally operate close to the most recent product to be created. Any e-commerce 

business enterprise must analyses user / customer feedback in order to provide better products and services to them. Because broad reviews 

frequently include remarks in a consolidated manner when a customer gives his thoughts on various product attributes within the same summary, 

it is difficult to determine the exact feeling. The key components of this software are included in their release, making it a valuable tool for 

management to improve the consistency of their own system's specifications. The goal was to categories the aspects of the target entities 

provided, as well as the feelings conveyed for each aspect. First, we are implementing a supervised classification framework that is tightly 

restricted and relies solely on training sets for knowledge. As a result, the key terms comes from associated at various elements of a thing within 

its entirety perform customer sentiment using certain elements. In contrast to current sentiment analysis approaches, synthetic and actual data set 

experiments yield positive results. 

Keywords- Opinion & Aspect Mining, , Non-Functional Aspects (NFA), Sentimental Analysis,Software Requirements Specifications (SRS), 

Functional Aspects (FA) etc. 

 

I.  INTRODUCTION 

The goal of this work is to extract aspect kinds from review 

texts, making text classification problematic. It is possible to 

anticipate the aspect group using supervised approach if 

sufficient Review Information is given and aspect categories 

are established. The dependability of the extracted and 

collected characteristics plays a vital part in how their accuracy 

of a supervised algorithm. To decrease the depth of feature 

capacity, we also suggested a hybrid feature assortment 

technique [1]. 

There should be three categories for feature consideration 

tools: wrapper, static and hybrid-mixed techniques. The 
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collection of features in filter-based techniques cannot depend 

on any machine learning algorithm. The quantitative value of 

features is favored in this. 

Several subset traits are first discovered and then assessed 

using one of the classifiers while employing dynamic 

technique. Several feature extraction and feature selection 

techniques as well as various machine learning algorithms are 

combined in the hybrid approach. The features are measured 

using a one-dimensional filter approach with respect to 

relativity. The multidimensional method takes into account 

feature interconnection while avoiding unnecessary features.  

For the purpose of identifying functional and non-

functional components of SRS, numerous methods are 

currently being developed.. Some of them have been 

implemented, while others are in the process of being 

implemented [2]. 

Aspect extraction is SA's most important & fully 

investigated method for undertaking sentiment identification in 

certain ways. This survey attempted a detailed review of 

various types of aspect extraction methods and strategies [4]. 

These methods were classified based on the method used. 

While carrying out a conventional study, a thorough 

comparison of numerous aspect selection procedures is carried 

out; this speculatively assesses the effectiveness of each 

methodology and guides the audience for contrasting precision 

in accordance with other cutting-edge techniques and new 

approaches as well. Following fig.1 describes flow of our work. 

 

 

Fig.1: Overview of the System 

 

II. PROBLEM STATEMENT 

In this approach, we suggest that user reviews and 

comments be utilized in conjunction with NLP and ML 

algorithms to identify user interest in particular product 

characteristics of the created app. When creating the report 

summary that the user sees, the system gathers all customer 

evaluations and using sentiment analysis to distinguish between 

those that are functional and those that are not. 

To enhance the caliber and effectiveness of the items, 

several attempts have been made to create automated methods 

for extracting Specifications from Online Reviews and 

categorizing them. This paper offers product owners a 

framework for comprehending the essential elements for apps 

are created according to user feedback & for strengthening the 

coherence in terms of its own thing specifications [13]. 

III. PROPOSED SYSTEM DESIGN 

The proposed system work on Sentiment Analysis, 

Classification of Customer Views By applying a technique that 

combines ML and NLP is a big term [13]. The procedure for 

sentiment analysis based on product reviews is the same as the 

procedure for sentiment analysis introduced earlier. 

 The learning set consists of input feature modules, each 

with a unique class name. A configuration (categorization) 

design is made using this planning or training collection in an 

effort to classify or tag the input topics using names that 

correspond. After that, class names are taken from ambiguous 

feature classes and added to the test collection for structure 

validation. Different machine learning techniques, including 

Simple Bayes (NB), Natural Language Processing (NLP), and 

Support Course Machines, are utilised to separate reviews [4, 

5]. A few elements that may be utilised for semantic 

categorization are terms that are missing or present, those that 

are repeated, those that are insufficient, N-grams, and parts of 

speech. These components can be used to distinguish between 

names, words, phrases, and reports. Polarity, which can be 

positive or negative, exists in semantically aligned data. For 

specific issues with heavily dependent characteristics, the 

Naive Bayes method performs brilliantly. The core tenet of 

Naive Bayes is that the traits are independent, therefore this is 

startling. A different paradigm that uses effective strategies for 

feature determination has been offered by several current 

methods [1, weight measurement, and classification]. In the 

innovative model, Bayesian estimation is utilised [9–12].  

Classifier weights are well recognized in this case by 

allowing the use of special and symbolic functions. The data 

that indicates a category appears to be the factor of 

representativeness, and the same function appears to be the data 

that aids in specific classes. The probability for the Bayesian 

algorithm is estimated using these weights from any 

classification [8]. Following fig.2 shows details proposed 

system flow. 

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 7s 

DOI: https://doi.org/10.17762/ijritcc.v11i7s.7013 

Article Received: 03 April 2023 Revised: 28 May 2023 Accepted: 01 June 2023 

___________________________________________________________________________________________________________________ 

 

    383 

IJRITCC | June 2023, Available @ http://www.ijritcc.org 

 

Fig.2: Proposed System Architecture 

We describe these categories differently, while still 

adhering to the rules. Our rudimentary models do not include 

any extra data, such as dictionaries or laws, and are only based 

on the ABSA training results. Our unrestricted models make 

use of multiple dictionaries, rule-based modifications, and 

unlabeled data. [6-8] 

 

The work is divided into four segments: - 

A. Sub-Task 1: Extraction of the Aspect: 

A sequence of phrases containing things that have been 

specified used in categorize the words of the aspect included in 

the sentence and provide a list that includes all of the various 

terms of the aspect. 

B. Sub-Task 2: Polarity of the Aspect Tsserm: 

For a specific set of aspect terms within a sentence, the 

objective is to determine the polarity of each aspect term: 

positive, negative, neutral, or conflictual. (i.e. both functional 

and non-functional). 

C. Sub-Task 3: Identification of Aspect in Groups 

Using a specified set of aspect categories, the objective is to 

categories the categories of aspects mentioned in a given text 

Aspect definitions do not show as terms in the source text since 

they are often denser than Subtask 1 aspect phrases. 

D. Sub-Task 4: Polarity of the Aspect category 

Given a list of previously created aspect categories, the 

goal is to determine the polarity (positive, negative, neutral, or 

conflict) of each aspect category. 

IV. RESULTS AND DISCUSSION 

• Specifies a clear and concise Aspect driven analysis 

description of sentiment analysis and modeling of topics 

that have been thoroughly explored and discussed in the 

fields of sentiment analysis. 

• Uses unorganized user feedback posted by product 

customers to assert a topic modeling method for aspect 

detection and aspect-based sentiment analysis. 

• Collecting aspect-driven emotions from intricate real-

world data sets while testing the viability and 

effectiveness of the aforementioned techniques. 

• The earlier research suggests utilizing a sophisticated 

technique and machine learning algorithm to construct 

topics for aspect-driven sentiment analysis of product 

reviews. 

 

Each spectral channel computes the mean and standard 

deviation values of the input text as the feature. We'll use n as 

the input text's word count, and vij stands for the ith word's jth 

band value. The patch's mean (meanj) and standard deviation 

(stdj) are computed using: 

Meanj =
∑ 𝑣𝑖𝑗

𝑛
𝑖=1

𝑛
…………………………..(1) 

 

Stdj =√∑ (𝑣𝑖𝑗 − 𝑚𝑒𝑎𝑛𝑗)
2𝑛

𝑖=1

𝑛
……………..(2) 

 
Based on the feature for classifiers, Table I summarize the 

classification accuracy results for several classifiers. Be aware 

that the Nave Bayes-based classifier and Support Vector 

Machine perform better than other classifiers. SVM and NB, on 

average, have classification accuracy rates of 77.5% and 

77.2%, respectively. 

 Existing Proposed 

Classifier Mean 

(Average) 

Standard 

Deviation 

Mean 

(Average) 

Standard 

Deviation 

Support 

Vector 

Machine 

72.1 5.8 77.5 7.4 

Naïve Bayes 

Classification 

70.3 5.0 77.2 7.1 

Table.1: Table of Classification Accuracy Existing Vs. Proposed 
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Fig.3: Classification Accuracy Graph Existing Vs. Proposed 

 

Fig.4: Classification Accuracy Graph 

 

Fig.5: Actual Result Analysis from UI 

V. CONCLUSION 

This study outlines a suggested system and the anticipated 

outcomes of aspect extraction and semantic analysis from 

product evaluations. Teams need product specs to comprehend 

those of their rivals, and having an understanding of them may 

help companies make new software specifications more 

consistent. In the system, we propose a method for productively 

utilizing product specs and descriptions that are in the 

engineering requirements phase. The data is then recommended 

based on three factors: Static data from current products to 

identify requirement priorities; functional and non-functional 

attribute requirements relating to developing Applications in 

depth so that specifications can be richer by combining features 

The next step will be to increase the training and testing data 

sets, create and add more syntactic and semantic characteristics 

for the classifiers, and put the findings into an ontology for 

further reasoning using the Owl Exporter. 

This piece of writing emphasizes our participation in the 

ABSA project. There are four subtasks in the ABSA process. 

We suggest both limited and unconstrained methods for each 

subtask. All of the constraining models in this framework are 

based on machine learning methods. Through sentiment 

dictionaries, semantic fields, and semantic analysis, 

unconstrained models expand the limited feature set. 

The techniques described produced excellent outcomes. 

The restricted models were typically better than average, and 

often by a significant margin. The unconstrained models are 

thought to be among the finest programs.  
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