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Abstract—In Deep learning neural networks (DNNs) activation functions perform a vital role. In each neuron activation function is 

responsible for generating output signals from given input signals. Hence, activation function is one of the factors that influence the performance 

of DNN. A novel activation unit RAU (Reciprocal activation unit) is proposed in this paper. Most of the popular algorithms given more 

importance to positive signals, but proposed method handles the negative and positive inputs equally. The proposed RAU tested with both 

multiclassification and binary classification datasets. Iris flower and Wisconsin Breast Cancer datasets are used for the analysis. In Breast 

cancer dataset RAU provides 99.25% and 97.08% accuracy for classification of train and test sets respectively. In Iris dataset RAU provides 

99.05% and 97.78% accuracy for the classification of train and test sets. Analysis of the same datasets are performed with the existing activation 

functions- Sigmoid, RMAF, Swish, Tanh and ReLU. Results showed that RAU performed better than other activation functions. 

Keywords- back propagation; activation function;  hidden layers;artificial neural networks; deep neural networks. 

 

I.  INTRODUCTION  

Artificial neural networks (ANN) developed based on 

the working of human brain. As biological neuron in human 

brain ANN contains artificial neurons. That are the 

computational units in neural networks. ANN consist of three 

layers: input, output and hidden layers. In human brain millions 

of neurons are interconnected by biological network. Similarly 

in ANN number of neurons are interconnected by Artificial 

Neural Network [1]. In deep neural network inputs are weighted 

based on its importance. Here the activation function converts 

the sum of weighted input signals as output [2]. 

 

𝑌(𝑥) = 𝐹𝑛(𝑤1 ∗ 𝑥1 + 𝑤2 ∗ 𝑥2 + 𝑤3 ∗ 𝑥3)                      (1) 

 

Here 𝑥1, 𝑥2, and 𝑥3 are the input values and 𝑤1, 𝑤2 and 𝑤3 

are their weights respectively. 𝐹𝑛 is the activation function that 

convert the sum of products of the weights and input values to 

an output value 𝑌. 

 

 

 

 

 

 

 

 
Figure 1. Neural Network 

A. Input and Output layers 

In a neural network input features are first given to the 

input layer. The number of neurons in the input layer is same as 

the number of input features in the dataset. The final output or 

prediction is obtained from the output layer. Number of neurons 

in the output layer depends upon the classes in the dataset. 

B. Hidden layers 

DNNs have one or more hidden layers. Any number of 

neurons and any number of hidden layers can include in neural 

network, there is no specific rule for deciding the same. Dense 

neural networks connect all the neurons in one layer to the next 

layer. Here repeated training is possible with the same training 
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data, hence the name. The term epoch specifies the number of 

time training is done with same train data. 

C. Back Propagation 

ANN work in two phases, forward and backward phases. 

In forward phase outputs are generated. If there exists a 

difference in actual data and predicted data, signals are 

transmitted back to the input layers for updating the weight. 

This is called back propagation. MSE (Mean Squared Error) is 

one of the methods for calculating such difference. 

        𝑀𝑆𝐸 =
1

𝑁
∑ (𝑦𝑖 − 𝑜𝑖)2𝑁

𝑖=1                                      (2) 

Here predicted value is denoted by yi and actual output is 

denoted by oi. The weights are updated until the specified 

epochs reached or the maximum performance measure is 

obtained. 

D. Activation Functions 

In neural networks the sum of weighted input signals 

is converted to an output by using activation functions. So, it is 

an essential component in neural networks. Performance of the 

model highly influenced by the activation function. Hence it is 

the heart of deep learning networks. Nowadays many researches 

are going on to get better activation functions. 

II. PREVIOUS WORKS 

Many papers are published in this area. Here some works in 

recent articles are included. 

A. Sigmoid Activation Function 

Sigmoid is a 'S' shaped non-linear activation function. 

It provides big changes in output when the input closer to zero. 

But going to the end output becomes constant means have little 

change. This is because of vanishing gradient problem. The 

gradient becomes very small when going to the end. Sigmoid 

activation function one of the popular activation functions used 

in binary classification [3,4]. 

                   
Figure 2. Sigmoid 

B. Tanh Activation function  

Tangent Hyperbolic Function is also called Tanh 

activation function. Like sigmoid, Tanh is also a nonlinear 

function. Vanishing gradient problem exist in Tanh but its 

gradients are stronger than sigmoid. As seeing in the figure 3 

most of the outputs are centered to zero[3,5]. 

 

Figure 3. Tanh Activation function 

C. SWISH 

Ramachandran at el. [6] proposed SWISH activation 

function for deep learning neural network. 

           𝑓(𝑎) = 𝑎. 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝛽𝑎) 

Here 𝑎  is input and β is a constant or a trainable parameter. 

When the value of β is 1 it behaves like sigmoid. This activation 

function tested and found it outperformed in several datasets. 

But diminishing gradient problem occurs while using this 

activation function [6]. 

 

Figure 4. SWISH Function 
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D. Rectified Linear Unit(ReLU) 

ReLU activation function perform better in most of the 

datasets. If x is an input signal, ReLU returns maximum value 

among 0 or x. That means if x is positive value ReLU function 

returns x itself, otherwise it returns 0. It returns 0 for both 

negative and 0 inputs hence ReLU output is nondifferentiable. 

This activation function also suffer diminishing gradient 

problem[7]  

                                 Figure 5. ReLU function 

 

E. RMAF(ReLU Memristor like Activation Function) 

An activation function proposed by Yongbin Yu et al. 

[8], which is called RMAF activation function. Two parameters 

constant parameter(α) and threshold parameter(p) are 

introduced in RMAF for smooth functioning. It considered 

negative values too and experiments showed it is better than 

ReLU. 

 

 
                           Figure 6. RMAF 

F. Other Activatin Functions 

ELU (Exponential Linear Unit) is another activation 

function which works like ReLU. In ELU negative outputs are 

generated for negative input values and positive output values 

are generated for positive inputs. Hence the mean activation is 

very close to zero. This function omits vanishing gradient 

problem. ELU is commonly used in neural networks that 

contains more hidden layers[9]. Another activation function is 

developed by adding a constant scaling parameter to ELU, 

which is called SELU (Scaled Exponential Linear Unit). There 

exists a self-normalizing function in each layer [10]. GELU is 

an activation function which is used for the Natural Language 

Processing (NLP) and image processing. It is computationally 

expensive [11]. Display Rectilinear unit (DReLU) is developed 

by enlarging the third quadrant of ReLU batch normalization 

[12]. Presently researches are focused to develop a 

nonparametric and a complex activation function for Complex 

valued Neural Networks (CVNNs) [13]. 

III. PROPOSED METHODOLOGY 

Sigmoid and Tanh activation function have vanishing 

gradient problem and slow training speed. Hence ReLU is one 

of the most popularly used activation function now. But the 

main problem of ReLU is that it does not consider about the 

negative input values. ReLU activation function gives the 

output zero for all values which is less than or equal to zero. To 

solving this problem a new activation function called 

Reciprocal Activation Unit (RAU) is proposed. It gives the 

same weightage to both positive and negative input signals. 

RAU gives positive output values for positive input and 

negative output values for negative input. So mean output value 

is close to zero. 

RAU can be defined as 

𝑅𝐴𝑈(𝑥) = {

𝑥

1 + |
1
𝑥

|
𝑖𝑓 𝑥 0

0             𝑖𝑓 𝑥 = 0

 

          

Figure 7. RAU 
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In the backward phase of Neural Networks weights of the edges 

are updated by a process called back propagation. For this it is 

necessary to calculate the derivative of the activation function. 

The derivative of  𝑓(𝑥) =
𝑥

1+|
1

𝑥
|
   obtained as 𝑓1(𝑥) =

(
2

|𝑥|
+1)

(1+|1 𝑥⁄ |)2  

, when 𝑥 ≠ 0 

  

Figure 8. Derivative f of RAU 

A. Datasets 

Here two bench marked dataset is considered for the 

analysis. That are Wisconsin Breast Cancer dataset and Iris 

flower Dataset. In this Iris flower Dataset is a multiclassification 

dataset and cancer dataset is a binary classification dataset. 

Evaluation of proposed model is performed by analyzing the 

accuracy and loss of both training and testing data. 

Iris flower dataset contains 4 features and 150 observations 

[14]. Dataset used to predict the variety of Iris flowers. Three 

varieties of Iris flowers included in the dataset. They are Iris 

Virginia, Iris setosa and Iris versicolor. There exist 50 

observations from each classes The four features are petal 

length, sepal length, petal width and sepal width. Wisconsin 

Breast Cancer Dataset is one of the most popular datasets for 

cancer prediction. It contains 30 features and 569 observations. 

Breast Cancer dataset contains two categories of classes, no 

cancer (Benign) and Cancer (Malignant) [15]. 

 

B. Experimental Setup 

Input layer, hidden layers and output layers are the three layers 

in neural networks. Input layer contain the neurons which is 

similar to number of features. So, thirty neurons are kept in the 

input layer while evaluating the breast cancer dataset. Three 

hidden layers are used to create a model. The first hidden layer 

contains eight neurons second and third hidden layers contain 

six neurons and four neurons respectively. Cancer dataset is a 

binary classification dataset so the output layer contains one 

neurons and sigmoid activation function. For the breast cancer 

prediction binary cross entropy is taken as loss function, 

adaptive momentum optimizer is the optimizer. Performance 

analysis is done using loss and accuracy. 

While using Iris dataset four neurons are used in input layer 

because dataset contains four features. Neural network contains 

three hidden layers and there exist five, four and four neurons 

in each hidden layer. In Iris dataset there are three categories to 

predict, so it contains three neurons in the output layer. For the 

analysis here accuracy, categorical cross entropy, adaptive 

momentum is taken as performance metrics, loss function and 

optimizer respectively. For both dataset 70% data used for 

training and 30% data used for testing. Training is performed in 

100 epochs for both datasets. 

IV. RESULTS AND DISCUSSIONS 

Performance of different existing activation functions 

and proposed method RAU are compared. In Breast Cancer 

dataset highest training accuracy 99.25% is obtained while 

using RAU. And also, it provides 97.08% accuracy for the test 

set which is higher than ReLU, Sigmoid, SWISH, Tanh and 

RMAF. The variation of loss and accuracy in each epoch are 

shown in Figure 9. 

In the case of Iris dataset 99.05% accuracy is obtained for the 

training data, which is higher than all the previous activation 

functions reviewed. Here 97.78% is the testing accuracy. It is 

better than Sigmoid, ReLU, Tanh and SWISH activation 

functions. Performance evaluation using each activation 

function shown in Table 1. 

 

 
(a) 
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(b) 

Figure 9. loss and accuracy evaluation of Cancer Dataset(a) and Iris Dataset(b)  

 

TABLE I.  PERFORMANCE OF DIFFERENT ACTIVATION FUNCTIONS IN 

CANCER AND IRIS DATASET 

 

V. CONCLUSION 

Activation function is a vital part of neural network. Here 

proposed activation function RAU used for the prediction of 

category of Iris flower and breast cancer. Performance of 

proposed RAU compared with the existing activation functions 

such as ReLU, Sigmoid, Swish RMAF and Tanh. In the binary 

and multiclassification datasets proposed RAU is found 

outperformed. The proposed function has the advantage of 

handling positive and negative input signals equally. Most of 

the activation functions widely used neglect the negative inputs. 

In the analysis using Iris and Breast cancer dataset 99.05% and 

99.25% accuracy obtained for the test data. Presently the 

proposed model is not tested with image dataset. In future 

planning to do the necessary modification to use this activation 

function in convolutional neural networks.  
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