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Abstract— Introduction: Despite huge advancements in medical fields, diseases like cancer continue to plague people since we are still 

prone to them. The main purpose is to design a critical analysis of cancers, including breast, pancreatic, colon, skin, lung, and other cancers 

from the year 1990 to 2019, to identify some of the rising factors of both lung and colon cancers that cause unnecessary deaths. Thus, early 

detection on the other hand greatly improves the chances of survival rates in humans. At that place, Transfer Learning (TL) techniques have 

made significant improvements these days.  

Material and Methods: We herein implemented the exploratory data analysis (EDA) technique to analyze 29 types of cancer deaths 

worldwide since 1990th century. Between them, we have emphasized lung cancer (LC) and colon cancers (CC) for our study and taken 25,000 

histopathology image data from the publicly available Kaggle repository. Further, we proposed a novel methodology using the EfficientNetB7 

model defining each step to classify five types of lung and colon tissues (two benign and three malignant) from the histopathological images. 

Although, an algorithm has been designed that clearly describes the workflow of our proposed method. This experiment has been done through 

input_shape=(X, Y, 3) on the ‘ImageNet’ dataset, Adam optimizer, and accuracy metrics using Python 3.8.8 software on Jupyter 6.4.3 

environment. 

Results: We evaluated the model progress using 50 epochs during the training phase, which resulted in more than 98% accuracy and less 

than 2% loss in both the training/ validation phases. Besides that, we designed a classification report that describes the performance of our 

model, where we achieved more than 98.07% accuracy score, 98% precision score, 98% of recall score, and 98% of f1-score. These results 

signify that implementing an optimization technique on the EfficientNetB7 model improves the overall performance as compared to 93.19% 

for LC 1 and 93.91% for CC 2 for the RestNet50 model. 

Conclusion: A novelty of this research specifies the methodology to predict LC and CC by applying the EfficientNetB7 model to the cancer 

dataset which might be beneficial for both doctors as well as healthcare firms.    

Keywords- World’s Cancer death rate; Lung cancer; Colon cancer; Artificial intelligence; Transfer learning; EfficientNetB7; Adam optimizer 

 

 

I.  INTRODUCTION 

In the last twenty years, the pathophysiologic mechanics of 
a variety of diseases were discovered, and new diagnostic 
procedures were devised in healthcare firms. A report by WHO 
states that in 2020, around 10 million deaths, or approximately 
one in six deaths, will be caused by cancer, making it the largest 
cause of death globally 3. However, abnormal growth in any part 
of the human body can spread to the connecting organs beyond 
the boundaries. Early detection of cancer increases the chances 

of successful treatment. The lower and upper estimates for 2017 
range from 9.4 to 9.7 million according to the most recent 
Institute for Health Metrics and Evaluation (IHME) estimates, 
which places relatively narrow error margins around this global 
figure 4. Thus, there is a need for a clear analysis of all cancers 
in the world to take necessary action against them. In this study, 
at first, we applied the EDA technique to visualize the number 
of people who died due to cancer diseases and also analyze the 
death percentage in each continent. A complete overview of the 
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data sources and procedures used to determine the global 
incidence and mortality estimates of cancer deaths from 1990 to 
2019 is given in Figure 1, also following the cancer statistics 
update 5. This caused a rise from 1.1% - 1.15% each year.  

 

 
  

Figure 1.  World’s cancer death rate from 1990 to 2019 

A statistical graph using the EDA technique has been 
designed that contains the total number of cancer deaths and 
their percentage as shown in Figure 2. It is visible that LC was 
leading as the topmost with 44801914 (i.e. 20.3%) and CC as 
3rd most with 22857330 (i.e. 10.4%) cancer deaths followed by 
stomach cancer. 

Figure 2.  Fig. 2. Description of all 29 cancer deaths people and their 

percentages worldwide since the 1990 century  

II. LITERATURE SURVEY 

Among all those cancers, we herein emphasized on two most 
common cancers LC and CC, representing how these were 
mostly affected, causing a huge number of deaths globally since 
the 1990s century. Rather, some early malignancies may have 
detectable signs and symptoms, however, this is not always the 
case with LC and CC. In both men and women, LC is the second 
most frequent malignancy. It is the most common cancer that 
leads to death globally 6. As per the CDC, LC accounts for 80-
90% of deaths related to cigarette smoking 7, but the most 
common type of LC is detected in people who don't smoke 8, 9. 
According to 2022 statistics CC is the 3rd most prevalent cancer 
in humans, which starts in the large intestine (colon) 10, 11. It 
usually begins as minor, non-malignant lumps of cells called 
polyps underneath the colon in older people, creating cancer 
over time. Major indications of this malignancy include rectal 
bleeding in the stool, gas or pain, weakness, and unexplained 
weight loss. Figure 3, shows the images of the lung & colon in 
the human body where cancer happens. 

 

 

Figure 3.  Fig. 3. Representing (a) Lung, and (b) Colon Cancer images of a 

human 

 Meanwhile, we also have designed a graph as shown in 
Figure 4, to represent the total number of people who died due 
to LC and CC in all continents from the year 1990 to 2019. In 
this study we found, Asia leads with the highest number of 
deaths in both LC and CC globally as compared to other 
continents.   

 

 

Figure 4.  Fig. 4. World’s cancer death rate due to LC and CC deaths from 

1990 to 2019  

 
However, in the last decades, Deep Learning (DL) has 

achieved greater success in the healthcare industries, helping 
people at an increased risk of cancer globally 12. DL in LC 
diagnosis supports a clinical decision-support system, which is 
the most common application for LC treatment these days 13-
18. There is no denying that DL, particularly convolutional 
neural networks (CNN), excelled in classifying and recognizing 
patterns. It is difficult to create CNN from scratch. Building a 
successful layer selection and improving the result of CNN 
hyper-parameters takes a lot of time and effort. Additionally, we 
require a large volume of data (perhaps a few thousand) and 
strong computing (at least a high-performance GPU). 
Regardless, transfer learning (TL) another advancement in the 
medical field, only needs to retrain the fully linked layers 
depending on the problem. This appears to be a better option, 
especially in the absence of data and a graphical user unit (GPU). 
Thus, in this research work, we have gone with the TL model, 
namely EfficientNetB7 that creates a remedy for driver LC and 
CC on histopathological images. Besides that, we proposed a 
novel methodology that significantly describes each process to 
classify images into five different classes in our further section. 
This can effectively predict the disease at best accuracy even if 
there is less amount of data 19-22 and can aid in the detection of 
aberrant tissues in the lungs as well as in the colon 23, 24. 
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The main contributions of this study are: 

• First, we analyze all 29 types of cancer death patients 
worldwide since 1990 century. 

• Secondly, focused on lung and colon cancer deaths in all 
continents. 

• Third, we implemented an image augmentation 
technique at the preprocessing stage to maximize the 
training data for our model. 

• Proposed a novel method to predict five types of lung 
and colon cancers significantly. 

• Build the EfficientNetB7 model after splitting data into 
train_set, test_set, and validation_set. 

• Add ‘Adam’ as an optimizer, categorical_crossentropy 
as a loss function, and accuracy as a metric for our 
model compilation.  

• Furthermore, implemented the EarlyStopping () method 
to remove overfitting issues. 

• We trained the model with 50 epochs and found 98.47 
% as training accuracy and 98.04% as validation 
accuracy. 

• Finally, we plot training/validation loss/accuracy using 
a line graph and classification report using a confusion 
matrix for all five types of cancers. 

 
The rest of the paper is as follows: Section 2, shows the 

material and methods for our study; Section 3, gives the 
experimental result; Section 4, describes the findings throughout 
our study; and the end Section 5, concludes with a conclusion.  

III. MATERIAL AND METHODS 

The accuracy of prediction is critical in medical image 
analysis. The quantity and quality of medical imagery datasets 
are vital to using Machine Learning (ML) and Deep Learning 
(DL) to ensure the accuracy of future predictions. LC screening 
using Low Dose CT provides clinical developments for a large 
volume of people around the world 25, 26, 27. DL's transfer 
learning principle allows the models to be adapted to specific 
application requirements. Because these models have already 
been trained on ImageNet, to boost overall performance and 
reduce computing complexity 20, 28. TL eliminates the need for 
a big dataset to a greater extent, as well as the training cost and 
computation costs. AlexNet, LeNet, MobileNet, GoogleNet, and 
more pre-trained models are available. Thus, in this article, a 
novel methodology has been proposed for predicting both LC 
and CC, as shown in Figure 5. Although, it includes an 
introduction to DL, as well as a TL-based model named, 
EfficientNetB7 architecture for detecting the most common five 
types of LC and CC from image datasets. 
 

 

Figure 5.  Proposed Methodology Design to Classify LC & CC 

Algorithm 
 
Input: Histopathology images 
1. Collect the image dataset. 
2. Preprocess all images and convert them into 224*224*3 

format. 
3. Generating dataset as 80% for training and 20% for 

validation using ImageDataGenerator and set batch_size 
= 128. 

4. Fed these preprocessed images into a model 
5. Collect weights with input_shapes = (X, Y, 3) from the 

ImageNet. 
6. Apply the compound scaling method on images to 

uniformly scale the dimension of the network. 
7. Apply the grid search method to the above result to get the 

relationship between them. 
8. Find suitable scaling coefficients for every dimension. 
9. Select the baseline network to design  neural networks 
10. Compile the model and set optimizer = Adam. 
11. Fit the model and set callbacks = [early_stopping]. 
12. Train & validate the model with a set of epochs. 
13. Plot training & validation accuracy/loss for the model. 
14. Predict the model on a validation set of data. 
15. Find the classification_report using sklearn.metrics. 
16. Plot confusion_matrix, containing the true & predicted 

values. 
 

Result: accuracy result 
 
Flowchart: Process workflow of the proposed algorithm using 

the EfficientNetB7 TL model  
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A. Material 

Collecting data allows us to maintain previous events and 
utilize data analysis to uncover repeating trends. Moreover, 
creating predictive models by utilizing DL algorithms based on 
those patterns, may benefit doctors and predict future changes. 
As a result, gathering data to train our model is the first stage in 
the DL process. Any DL model's predictions are only as good as 
the data it was trained on. Although, for constructing high-
performing models, good data collection (i.e., error-free and 
including important information) procedures are critical. This 
LC and CC dataset includes 25,000 histopathology images 
divided into five classes. Images are arranged with 768 by 768 
pixels for further pre-processing and to validate the sources 29. 
There are 500 total images of colon tissue (250 benign and 250 
adenocarcinomas) and 750 complete images of lung tissue (250 
benign, 250 adenocarcinomas, and 250 squamous cell 
carcinomas) that have been augmented to 25,000. 

B. Method 

1) Data Pre-processing 
Data Pre-processing is the crucial step after collecting data 

in an ML algorithm. It includes data cleaning, transforming 
categorical values into numerical values, and identifying 
missing/null values before going into the model. Thus it follows 
some basic steps as follows: 

• Handling missing values and categorical values. 

• Convert these values into numerical types. 

• Implement the EDA statistical approach by designing 
summarized graphs to analyze the data and to find the 
patterns between the variables. 

• Split the training data into two or more sets to train and 
evaluate the model with a single source of data.  

• Train and validation folders in an 80:20 ratio. 

• Apply feature scaling 
 

In this LC and CC dataset, each folder includes five 
subfolders, one for each of the classes. To load the images, we 
have used the ImageDataGenerator class, using the flow from 
the directory function to generate batches of images and labels. 
The training set has 20,000 images from five classes, whereas 
the validation set contains 5,000 images from five classes. 
However, the EfficientNet models are typically either 
excessively deep or extremely reasonably high. Meanwhile, the 
compound scaling (CS) method has been used to balance the 
dimensions of width (w), depth (d), and resolution (r) by scaling 
them with a constant ratio. It is mathematically defined by the 
three most common constraints alpha, beta, and gamma, which 
are exponentiated by ‘φ’, representing the rise in the processing 
ability of the network.  

d = αφ    

w = βφ  

                                            r = γ φ                                     (1) 

 

s.t. α. β2. γ2 ≈ 2  

α, β, and γ ≥ 1 

Here, α, β, and γ are the constant coefficients. The biggest 
advancement of CS is to improve the accuracy by 2.5% as 
compared to 1-dimension scaling methods. Thus, in this paper, 
we have taken an EfficientNetB7 model that works on the CS 
method to provide greater accuracy while predicting LC and CC.  

2) Model Design 
As part of lung and colon cancer statistics till 2019, there is 

a requirement for successful evaluation of this cancer at the 
initial stage. Thus, the application of a good model can fulfill the 
needs of the physicians and can take necessary action against 
them. A TL model with a smaller number of parameters has been 
designed over here that has already been pre-trained with 
millions of images containing weights from the ImageNet 
dataset. As the name suggests, EfficientNetB7 contains 7 blocks 
and 813 layers to extract the features from the images. In each 
block, modules are added to move forward to the next block, as 
shown in Figure 6. This process includes some basic steps as 
follows: 

• At each module, layers are activated to filter the images 
that are fed into the next layer.  

• At the input end, the GlobalAveragePooling2D layer 
applies average pooling on spatial data until each spatial 
dimension becomes 1.  

• In the middle, a flattened layer is used that converts the 
image into a 1-dimensional array to feed into the next 
layer.  

• At the output end, two dense layers are imported with 
the Rectified Linear unit (ReLU) activation function that 
collects neurons from previous layers and ReLU implies 
not stopping forward negative values in the network. 

• This model uses three modules, one stem, and one final 
layer to complete its whole process, as described in 
Figure 7. 

 

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 9 

Article Received: 25 July 2023 Revised: 12 September 2023 Accepted: 30 September 2023 

___________________________________________________________________________________________________________________ 
 

 

    528 

IJRITCC | September 2023, Available @ http://www.ijritcc.org 

 
Figure 6.  Block diagram for EfficientNetB7 model 

 
Module 1 — is the starting point for the sub-blocks and 

contains three main blocks. 
Module 2 — contains the beginning of all seven blocks 

despite the first block. 

Module 3 — all the sub-blocks are joined as a skip 
connection. 

 

 
 

Figure 7.  Designing modules, Stem, and final layer for the EfficientNetB7 model 

  

3) Optimization using ‘Adam’ optimizer 
An optimizer is a tool or method that optimizes neural 

network (NN) properties like weights and learning rates. As a 
result, it aids in decreasing total loss and raising accuracy. To 

configure our model, model.comile () has been used that takes 
optimizer as ‘adam’, entropy as “categorical_crossentropy”, and 
metrics as “accuracy”. It is the last step before moving into the 
training phase 30. Adam is inferred on adaptive moment 
estimation and uses adaptive learning rates techniques to find 
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unique learning rates for each parameter. It scales the learning 
rate using squared gradients and benefits from momentum by 
using the gradient's time series despite the gradient itself. 

 

                                   𝑚𝑒𝑛 = 𝑃[𝐼𝑛]                                    (2) 

Where, me = moment estimation 
  n = number of me for independent variables (I)  
 P = Predicted value 
 
However, a better understanding of the model is to predict 

the moments. The reason for that is that ‘adam’ uses moving 
averages (i.e. d and a), hyper-parameters as ‘h’, and gradients as 
‘g’ on a group of variables. These have default values of 0.9 and 
0.99. This can be represented as: 

 

                                  𝑑𝑡 = ℎ1𝑑𝑡−1 +  1 − ℎ1                                (3) 

 

                              𝑎𝑡 = ℎ2𝑑𝑡−1 +  1 − ℎ2𝑔𝑡
2                     (4) 

   
Moreover, the predicted value for moving variables always 

has to be equal to the parameters, defined as unbiased. It follows 
the calculation as: 

 

                                      𝑃[𝑑𝑡] = 𝑃[𝑔𝑡]                                     (5)   

 

                                     𝑃[𝑎𝑡] =  𝑃[𝑔𝑡
2]                                    (6) 

     
But, this will not happen as true, if we assign the value as ‘0’ 

to the moving variables i.e. d_t = a_t= 0, as defined in eq. (7). 
The predicted value for the moment variable as ‘d’ has newly 
formed and displayed in eq. (8) as: 

 

                                     𝑑𝑡 = (1 − ℎ1) ∑ ℎ1
𝑡−𝑥𝑔𝑥

𝑡
𝑥=0               (7) 

 

                            𝑃[𝑑𝑡] = 𝑃[𝑔𝑋](1 − ℎ1
𝑡 ) +  𝜗                 (8) 

 
In this eq. (8), the predicted value approximates the value of 

g[x] with g[t] and also calculates the sum as it has not further 
depended on ‘x’. As we discussed, the approximation has been 
made, so an error ‘ϑ' has been initiated in this formula. As the 
value for ‘ht’ is moving forward to ‘0’, there is the need to find 
a good estimator that will predict the value to ‘1’, according to 
our requirement. So, the new formula for the predictor after 
modifying the bias is: 

 

                               𝐸𝑥𝑝(𝑑) =  
𝑑𝑡

1−ℎ1
𝑡                                  (9) 

 

                               𝐸𝑥𝑝(𝑎) =  
𝑎𝑡

1−ℎ2
𝑡                                 (10) 

 
Where, 

        𝐸𝑥𝑝(𝑑)𝑎𝑛𝑑 𝐸𝑥𝑝(𝑎) = Estimated moment variables 

Now, it is time to modify the attributes of our models like 
weight (w) and learning rate (lr) to minimize the loss and 
increase the accuracy. So the updated formula for ‘w’ is as 
follows: 

                           𝑤𝑡 =  𝑤𝑡−1 −  𝜌 
𝐸𝑥𝑝(𝑑)𝑡

√𝐸𝑥𝑝(𝑎)𝑡  + 𝜀
                    (11) 

Where,  ρ = number of iterations 

                ε = loss 
 
The primary need of an ML algorithm is to fit the best 

weights and biases to minimize the loss over the prediction 
range. It is the process of feeding training data to an ML 
algorithm so that it can learn. The model's effectiveness during 
training will ultimately decide how well it will perform when it 
is implemented into a user-friendly application. The model.fit () 
evaluates the capacity to adapt data equivalent to that with which 
it was trained. Here, we add ReLU activation layers at the end to 
minimize the output parameters and softmax layer to classify the 
cancers.  The Dense has 128 nodes in the second layer and 64 
nodes in the third layer. However, we define Adam optimizer 
and categorical cross entropy as loss functions in this work. The 
model has been trained with 50 epochs. A good model tends to 
provide accuracy on unrevealed inputs that imitate the output so 
closely. Moreover, early_stopping () has been taken to avoid 
overfitting issues during the training phase 31. 

IV. RESULTS ANALYSIS 

We herein implemented the model.accuracy () function to 
design training/validation accuracy/loss plots for the 
EfficientNetB7 model. This resulted in above 98.07% of 
accuracy and below 2% of loss, as given in Figure 8. In most 
cases, it's given as a percentage. It provides all the respective true 
predictions resulting in true or false. Loss is more difficult to 
interpret than accuracy. A loss function determines the 
possibility of uncertainty in the prediction that describes the 
difference from the true value. The purpose of the training 
procedure is to reduce the loss value. The two most common loss 
functions named Logloss () and cross_entropy_loss () have been 
implemented here, representing the error rates between ‘0’ and 
‘1’ 32. The training & validation accuracy and loss of our model 
have been designed as follows in this section. All these 
experiments have been done using Python 3.8.8 software on 
Jupyter Notebook 6.4.3 platform. 

 

 

Figure 8.  Training & Validation Accuracy/Loss for EfficientNetB7 model 

 
However, designing a confusion matrix (cm) shows how 

well our model performs on a set of test data while predicting 
LC and CC 33. Thus, in this study, we analyze our model 
performances using some common metrics such as recall (R), 
specificity (S), accuracy (A), and precision (P). These are 
calculated from True Positives (TP), False Positives (FP), True 
Negatives (TN), and False Negatives (FN), as resulted in the 
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confusion matrix in Table 1. Besides that, we have designed a 
comparison table to differentiate the performance of our 
proposed method from previously found existing methods in 
both lung and colon cancer areas, as shown in below Table 2. 

 

• TP defines the total number of actual predictions in 
classifying the disease. 

• TN defines the total number of negative predicted values 
corresponding to an actual class. 

• FP defines the total number of true predicted values in 
correspond to the negative class, sometimes called a 
Type-1 error. 

• FN defines the false predicted values on the actual class, 
also called a Type-2 error. 
 

However, to find the performance of our model, we perform 
two strategies: classification accuracy, and classification report. 

 

• Classification Accuracy: a common and widely 
accepted metric for 2-class problems. It is obtained by 
dividing the total number of classified correctly 
outcomes by all the occurrences. It is classified as: 

 

                                   𝐴 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁
                           (12) 

 

• Classification Report: It measures the reliability of our 
model, by calculating these P, R, F1Score, and support. 

 
a) P is calculated by dividing TP by the total of TP and 

FP which gives the number of correct predictions 
found to be positive. 
 

                                     𝑃 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                     (13)  

  
b) R is calculated by dividing TP by the total of TP and 

FN that are correctly predicted. 
 

                                   𝑅 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                    (14) 

 
c) F1Score is calculated by dividing the precision by 

recall.  

                                 𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =  
2∗(𝑃∗𝑅)

𝑃+𝑅
                   (15) 

d) Support gives the correct results that come into a 
class either ‘0’ or ‘1’. 

 
Furthermore, Table 1 represents the performance metric for 

all five types of lung and colon tissues. Additionally, Figure 9 
shows the result of normalized cm after evaluating our model 
successfully. 

TABLE I.  PERFORMANCE METRIC FOR ALL FIVE TYPES OF LUNG AND 

COLON TISSUES 

  Precision Recall F1-score Support 

0 1.00 0.96 0.98 1000 

1 0.98 1.00 0.99 1000 

2 0.94 0.98 0.96 1000 

3 1.00 1.00 1.00 1000 

4 0.98 0.96 0.97 1000 

accuracy   0.98 5000 

macro avg 0.98 0.98 0.98 5000 

weighted avg 0.98 0.98 0.98 5000 

 
 

 

Figure 9.  Normalized Confusion_matrix for all five lung & colon tissues 

 

 
 

TABLE 2. DESCRIPTION OF THE DATASET, CANCER TYPE, MODELS IMPLEMENTED, AND PERFORMANCE METRICS FOR THE PROPOSED MODEL WITH PREVIOUSLY 

PUBLISHED RESEARCH IN LUNG AND COLON CANCER DIAGNOSIS

 
Author Cancer 

Type 
Dataset Image Collected Techniques  

Used 
Accuracy 
(%) 

Precision Recall Sensitivity Specificity F1-
Score 

Nobrega 
et al.1 Lung CT Images CT Scans 

ResNet50 + 
SVM RBF 

93.19 - - - - - 

Bukhari et 
al.2 Colon 

Histopathology 
images 

Colonoscopy  ResNet50 93.91 - - - - - 

Suresh et 
al. 34 Lung 

Consortium 
public repository 

CT Scan CNN 93.90 - - 93.40 93.00  

Shakeel et 
al.35 Lung 

ELVIRA 
Biomedical Data 
Set 

CT Scan GACNN 94.17 95.67 95.82 95.82 - 95.74 

Yuan et 
al. 36 Colon 

Real-time 
colonoscopy 
video database 

Colonoscopy AlexNet 91.47 - - - - - 

Babu et 
al.37 Colon 

Real-time 
images from 
Aster Medcity, 
Kochi, India 

Biopsy RF 85.30 - - - - 85.20 
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Akbari et 
al.38 Colon 

Asu Mayo Test 
Clinic database 

Colonoscopy CNN 90.28 74.34 68.32 - 94.97 - 

Masood et 
al.39 Lung 

LIDC-IDRI 
database, and 
LUNA 2016 
Dataset 

 CT Scan DFCNet 96.33 - - 83.67 96.17 - 

Shen et 
al.40 Lung LC25000 CT Scan ML-CNN 87.14 - - 77.00 93.00 - 

Fillo et 
al.43 Lung LC25000 CT Scans CNN 92.63 - - - - - 

Hatuwal 
et al.44 

Lung & 
Colon 

LC25000 Histopathological CNN 96.33 96.39 96.37 - - 96.38 

Proposed 
Method 

Lung 
& 
Colon 

LC25000 Histopathological EfficientNetB7 98.07 98.00 98.00 96.00 98.57 98 

V. DISCUSSION 

As discussed previously in Figure 1, the total number of 
deaths due to cancers has become a global concern since the 
1990 century. In addition, Figure 2 comprises the total number 
of people who died from 29 cancers, where we found LC leads 
with 1st and CC as 3rd most cancer deaths. The most fatal cancer 
in the world is LC [4].  Due to the late stage of diagnosis, where 
treatments are less successful than at earlier stages, and the 
ongoing rise in LC incidence, the 5-year survival rate is only 
20% (De Angelis et al. 2014). Also, clinically it was found that 
CC had made a great impact with 10.4 % of deaths globally.  

Additionally, we have designed a graph that replicates the 
total number of deaths due to LC and CC in each continent, as 
shown in Figure 4. This graph displays LC in blue color and CC 
in orange color. Furthermore, we have applied the optimization 
technique on a TL method to determine the risk of death and to 
predict these cancers from histopathological images in our next 
Figure 5.  

In contrast to all developments in the healthcare field, DL has 
been highly considered in the field of AI, it requires a lot of data 
and effort. A deep learning-based framework to classify the five 
types of LC and CC gives an accuracy of 96.33% [45] and 94.6% 
[46]. Thus, we tried an EfficientNetB7 model for our proposed 
method as this model works well on lung and colon images to 
identify the disease more efficiently [47]. Each block comprises 
three modules that we have discussed in Figures 6 and 7. 

For this experiment, we have designed a flowchart, where 
each step describes the process of classifying five types of lung 
and colon cancers. The training/validation loss/accuracy 
performance result has been displayed in Figure 8 and also we 
designed a normalization confusion matrix for our model. After 
successful evaluation, our proposed model gives an accuracy of 
98.07% that aims to overcome the shortcomings of DL. 
However, an ensemble TL model for predicting LC gives an 
accuracy of 91% which is less than our proposed model [48]. 
Besides that, we finally compare our model performance result 
with previous research findings, where we found better than 
others. 

VI. CONCLUSION 

In the past few years, deep learning has made huge 
advancements in the healthcare field. Thus, in this article, we 
have taken a DL-based model, called EffientNetB7 which 
effectively work on lung & cancer dataset. This model improves 
accuracy and efficiency by eliminating the parameter size over 
the DL models. This model works well on a small dataset like 
over here (i.e. consisting of 25,000 images), to predict the 

disease effectively. Although, a methodology has been proposed 
that takes some basic steps for implementing this model over 
here. Two measure parameters i.e. accuracy and loss function are 
used for evaluating this model’s performance. And finally, a 
table has been designed that represents the key features to 
measure the performance by using confusion_matrix. At last, it 
was found that our proposed model finds a good accuracy result 
of 98% when predicting LC and CC in humans. The important 
contribution of our study was described as follows: 

 

• First, apply the EDA technique to visualize the cancer 
death people  

• EfficientNetB7 works well on ImageNet, where they are 
most applicable, and also apply to other datasets. 

• Reduces parameter size and FLOPS by a significant 
amount while offering larger accuracy and better 
efficiency than recent CNNs. 

• This proposed model in particular outperforms even the 
predefined CNN and VGG models, achieving new state-
of-the-art 98% accuracy. 

• We anticipate that EfficientNetB7 could potentially 
serve as a new basis for upcoming computer vision 
activities in healthcare organizations by offering 
substantial increases to model effectiveness. 
 

However, this research found some limitations like as an 
increased amount of data flow and considerably less processing 
than other networks for this method. Thus, this model suffers 
from low hardware accelerators such as GPU. Other challenges 
are fewer parameters require increased numbers of channels to 
improve the model accuracy. In contrast to all those issues, this 
model might help the doctors as well as the patient to identify 
the cancers in the beginning stages, so that they will be aware 
and take necessary actions to avoid unnecessary deaths in the 
future days. Although, we have planned to add new features to 
our model to predict the diseases significantly. Furthermore, 
shortly, we will go with real-time medical data and implement 
our model with them.  
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C. Availability of data and materials 

This Lung and Colon cancer dataset has been collected from 
a freely available Kaggle repository. Source Link as: 

https://www.kaggle.com/datasets/andrewmvd/lung-and-
colon-cancer-histopathological-images 
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