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Abstract—Privacy protection has emerged as a key concern in the field of data mining because of the rise in the sharing of sensitive data across 

networks among organizations, governments, and other parties. For   knowledge extraction from these huge set of data, association rule mining 

is used to analyze the patterns of data. For a variety of optimization issues encountered in the real world, evolutionary algorithms (EAs) offer 

efficient solutions. The available EA solutions in the privacy-preserving area are limited to specific issues like cost function evaluation. Here, a 

JAYA based Genetic algorithm has been proposed for privacy preservation.“JAYA” means victory a word from Sanskrit origin..This algorithm 

doesn't need any parameters that are specific to it and it moves towards best solution avoiding the worst. Hence the name Jaya. Jaya based 

genetic algorithm is applied to original dataset of chromosomes. Privacy preservation is achieved by comparing the support of original dataset of 

chromosome with the simulation output. 

Keywords- PPDM(Privacy Preserving Data Mining),Association Rule Hiding,Jaya Algorithm; GA (Genetic Algorithm). 

 

I. INTRODUCTION 

With the increase in number of computing devices, the data 

is collected with a dramatic pace. However huge amount of 

data is of no use unless necessary information or knowledge 

can be extracted by mining the data. Since the availability of 

information is less in comparison to the availability of data, 

knowledge extraction from database has emerged one of the 

important areas of research in the computer science domain. 

For knowledgeextraction, association rule mining is used to 

analyze the patterns of data. However; data privacy has to be 

considered due the presence of sensitive data.Again, redundant 

data diminishes the performance of this system. All these lead 

to Privacy Preserving Data Mining (PPDM) [1]. Since, there is 

increase in sharing of sensitive data among organizations, 

business sectors, and healthcare industry over the internet it 

ismore vulnerable to public exposure. But these data have to be 

analyzed for knowledge extraction. 

II. LITERATURE REVIEW 

The balance between data mining and exposure is 

maintained by PPDM.Privacy can be achieved at two different 

levels. It may be input privacy where the data enters the system 

or output privacy i.e., during the pattern representation. l-

diversity [2, 3],K-anonymity [4, 5] and t-closeness [6] are the 

techniques by which Input privacy can be achieved.In real life 

data generated may not be crisp always. The generated data 

may contain uncertainties. PPDM techniques aim at securing 

the data by removing the sensitive data or by applying masking 

technique over original data. Sensitive attributes can be 

identified dynamically based on the threshold limit of their 

respective characteristics [7].To maintain the privacy the data 

owner use swapping method to modify the value of sensitive 

attributes identified above, in such a way that their original 

properties remain unaltered. 

The Privacy-Preserving Record Linkage (PPRL) [8], which 

protects privacy while enabling the linking of databases to 

organizations. In order to analyze them in 15 dimensions, a 

taxonomy based on PPRL approaches is suggested. For privacy 

preservation Cryptography techniques [9] such as 

homomorphic encryption, multiparty computation and secret 

sharing methods are applied on business and medical data. 

Simulation results show that secret sharing method out 

performs homomorphic encryption. Fuzzy based technique like 

triangular membership function is used to change the original 

dataset for privacy preserving data mining [10]. The methods 
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like suppression and perturbation [11] are used over quasi-

identifier for protection of privacy. This method overcomes the 

information loss during the privacy preservation process. The 

solutions for privacy preservation with respect to cloud services 

can be classified on the basis of advanced cryptographic 

components [12].The solution provides access which is 

anonymous, ability to unlink and maintaining confidentiality of 

data those are transmitted.Further, Confidence and support are 

the two important factors which are to be taken care of while 

mining association rule, where support is the transaction’s 

percentage involving AUB for any association rule A=>B and 

confidence for same association rule is the ratio of transactions 

number by A [13]. In order to prevent modification of a given 

database depending upon support and confidence of sensitive 

rules can be reduced by introducing new parameters namely M 

confidence, hiding counter and M support which are based on 

the original concept of confidence and support [14]. 

Identification of sensitive item can also be done by hiding 

vulnerable association rules by identifying the most used item 

sets and accordingly creating the association rules. The concept 

of representative association rules is used to find out sensitive 

attributes. In case of distributed k-means clustering privacy- 

preservation can be done using multiparty k-means clustering 

in which k-means clustering is evenly applied on each data site 

which is vertically partitioned [15]. 

III. AN EMPERICAL STUDY ON DIABETES PATIENT 

DATASET 

A few parameters of diabetes patient and some potential range 

of symptom values have been considered. Association rule 

mining is the concept of finding association rules from huge 

datasets which helps in decision making. Further, Sensitive 

association rules can be hidden using fuzzy association rule 

hiding model. 

Table.1 shows the sample information system of diabetes 

patient. The FAR (Fuzzified Association Rule) of the Sample 

information system is computed by using the concept of FPR 

(Fuzzy proximity relation). The sensitive rules are mined by 

computing the confidence and support of association rules. 

The items in the critical regions are input to the chromosome 

dataset. Here we have considered the attribute PlasmaF and its 

FIS (Fuzzy Information System) have been computed in 

Table2. 

TABLE I.  SAMPLE INFORMATION SYSTEM. 

Patient 

Id 
PlasmaF BMI 

Blood 

Glucose 

min 

Blood 

Pressure 

Blood 

Glucose 

max 

P1 3.2 73.1 41.2 196.5 263.4 

P2 3.3 65.5 66.3 221.8 196.3 

P3 4.1 83.6 19.9 156.3 203.5 

Patient 

Id 
PlasmaF BMI 

Blood 

Glucose 

min 

Blood 

Pressure 

Blood 

Glucose 

max 

P4 4.5 80.9 24.5 149.5 187.2 

P5 3.7 72.3 16.6 232.8 179.4 

P6 5.8 67.4 17.9 229.7 181.6 

P7 6.7 79.5 33.2 198.4 153.3 

P8 3.6 63.1 21.5 116.8 166.8 

P9 4.8 85.2 27.8 212.5 134.5 

P10 5.3 61.7 16.8 157.8 157.9 

TABLE II.  FUZZY VALUES OF SENSITIVE ATTRIBUTES 

 

 
 

TABLE III.  SUPPORT VALUES OF CHROMOSOMES 
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IV. PROPOSED MODEL 

In the proposed hybrid model, to hide sensitive association 

rule the combination of Jaya and genetic algorithm has been 

implemented.  

A. Jaya Algorithm 

• One of the simple yet powerful optimization algorithms 

known as Jaya algorithm which has wide application in 

solving optimization problems. The two phases on 

which the Teaching Learning Based Optimization 

algorithm operates are the teacher phase and the learner 

phase. The learner phase is absent here. It requires only 

the teacher phase. 

• The algorithm avoids the worst solution and moves 

towards best solution. The nature of striving towards 

success to achieve victory explains the name Jaya from 

Sanskrit. It can be defined as follows. 

• Step-1 The number of design variables, parameters and 

termination criteria are initialized. 

• Step-2 Until the termination condition is not met; Steps 

3 through 5 are repeated. 

• Step-3 The best solution is computed. The worst 

solution is also computed in this step. 

• Step-4 The modified solution is calculated as follows 

K’b,c,a= Kb,c,a+d1,b,a(Kb,best,a− Kb,c,a|)−d2,b,a(Kb,worst,a− Kb,c,a|) 

• Kb,best,ais the best candidate's value for the variable b. 

• Kb,worst,ais the worst candidate's value for the variable b. 

• K’b,c,a is the updated value of Kb,c,a. 

• Random numbers d1,b,a and d2,b,a are used for the bth 

variable in the ath iteration. 

• Step-5 If K’b,c,a>Kb,c,athen  the old solution is updated. 

•   Else 

•  The previous solution is kept. 

• Jaya uses two standard regulating parameters, m and n 

in contrast to other heuristic algorithms which is 

population based. Here, n is the number of generations 

and m is the number of candidate solutions. Let f(x) is 

the objective function to be minimized or maximized [9, 

10]. At any iteration a, assume that there are m number 

of design variables i.e. b = 1, 2,..., m, and n number of 

candidate solutions i.e. population size, c = 1,2,...,n. 

•  Let Kb,c,ais the value of the bth variable for the cth 

candidate during the ath iteration, then this value is 

modified as per the following Equation. 

K’b,c,a= Kb,c,a+d1,b,a(Kb,best,a− Kb,c,a|)−c2,b,a(Kb,worst,a− Kb,c,a|) 

     (1) 

Equation (1) indicates that d1,b,a(Kb,best,a− Kb,c,a|)moves 

towards best solution and the term 

−d2,b,a(Kb,worst,a− Kb,c,a|) avoids worst solution. The term 

K’b,c,a is accepted if  it gives the value which is better 

than the previous. 

 

B. Genetic Algorithm 

 

Inspired by the natural selection process, genetic algorithms 

are evolutionary algorithms which aim to solve a defined 

problem by a group of individuals called chromosomes. The 

genetic algorithm starts with a population made up of 

individuals chosen at random. 

A new population is created in each iteration to replace 

every member of the previous population. In the process of 

elitism best individuals are kept. The next population is created 

using the best chromosome from the previous one. The 

crossover and mutation are the two processes used to generate 

new population called offspring from the initial population 

[17]. 

 

C. Fitness Function Evaluation of chromosome dataset 

using Jaya Algorithm 

 

The fitness of a chromosome is evaluated as per the fitness 

equation in JAYA algorithm using Python. For fitness function 

evaluation sphere function is considered. The values of 

chromosome found in critical region are considered as the 

design variables xi for i=1.2,…,n and f (xi) is the objective 

function. The sphere function can be demonstrated as follows: 

 

max𝑓(𝑥𝑖) = ∑ 𝑥𝑖
2𝑛

𝑖=1                     (2) 

 

Table.Vshows the updated value of chromosomes after second 

iteration of Jaya algorithm. The parents are selected according 

to the fitness value of the chromosomes. 
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TABLE IV.  INITIAL POPULATION INPUT TO JAYA ALGORITHM. 

 

 
Fig. 1 Simulation Output 

 

TABLE V.  FINAL FITNESS FUNCTION TABLE AFTER SECOND 

ITERATION. 

 

V. APPLY MUTATION AND CROSSOVER 

Step1. Calculate S =∑ chromosome finesses. 

Step2. Calculate r which is a random number within the 

interval (0, S) 

Step3. Calculate s which is cumulative fitness of the 

chromosomes.  

 Select the chromosome for which s, cumulative fitness is 

greater than r. 

Step4:  cross over implementation 

 4.1for all chromosomes selected in step 1 to 3, 

 4.2for two attribute regions ai and aj 

 4.3if ai-aj> =0.5 

 4.4interchange the value of (ai, aj) 

 4.5 if ai >aj 

 4.6 ai = (ai - aj) - 0.54.7if ai<aj 

4.8value (aj) = (value (aj) - value (ai)) - 0.5 

End for 

    Update the support values. 

End for 

 

Consider the fuzzy association rule PlsF y=>BMIz 

 The above algorithm is applied for patient P3 in Table 4. 

TABLE VI.  FUZZY VALUES OF PLSF Y AND BMIZ IN PATIENT P3. 
Patient’s  

Id 

PlsF y BMIz BGy BPy Bmz 

P3 1 3 1 0.5 1 

 

As Value (PlsFy) < Value (BMIz),  

value of (BMIz)=value of (BMIz)-value of (PlsFy)-0.5 

=3-1-0.5=1.5. 

So modified value is as follows, 

TABLE VII.  MODIFIED FUZZY VALUES OF PLSFY AND BMIZ IN 

PATIENT P3 

Patient’s 

Id 

PlsF 

y 

BMIz BGy BPy Bmz 

P3 1 1.5 1 0.5 1 

Modified Table after applying Mutation and Crossover 

Algorithm is provided in Table VIII. 

TABLE VIII.  MODIFIED TABLE AFTER APPLYING MUTATION 

AND CROSSOVER ALGORITHM 
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If support is greater than minimum support then if any fuzzy 

value is 1.0 change it to 0.0. 

TABLE IX.  SUPPORT CALCULATION OF MODIFIED TABLE 

 

Then the child’s fitness is computed. Depending on the 

mutation probability If fitness of child is greater than parent, 

then parent is replaced by child depending on the mutation 

probability. 

Following Table shows the computation of support count of 

PlsFy=>BMIz 

TABLE X.  COMPUTATION OF SUPPORT AND SUPPORT COUNT OF 

PLSFY=>BMIZ 

 

Support Count (PlsF y=>BMIz) =2.5 

Confidentiality (PlsF y=>BMIz) 

=Support Count (PlsF y=>BMIz)/ support count (PlsF y) 

=2.5/3=83% 

TABLE XI.  COMPUTATION OF SUPPORT COUNT AND SUPPORT 

OF PLSFY=>BMIZ AFTER MUTATION AND 

CROSSOVER. 

 

Support Count (PlsF y=>BMIz) =1.75 

Confidentiality (PlsF y=>BMIz) =Support Count (PlsF y) 

=>BMIz)/ support count (PlsFy) =1.75/3.25=53.8% 

After the calculation of support and count, the confidentiality 

reduced from 83% to 53.8%. The sensitive rule is successfully 

hidden. 

VI. PERFORMANCE ANALYSIS 

This section gives experimental analysis to survey the 

feature and capability of the proposed rule hiding model. From 

the test results, it is proved that the system was stable by 

varying the measuring values and for different values of MS 

and MC our algorithm hides more rules. 

 
Fig. 2 Simulation Output 
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Fig. 3. No. of interesting rules and MS in Jaya based GA. 

 
Fig 4. Fitness graph of sensitive rules. 

 

VII. CONCLUSION 

In this paper a model has been proposed to hide the sensitive 

rules of a database before it gets published. Also, we present a 

case study, in which we examine a few parameters for diabetes 

patient to get the patient status and consider some potential 

range of symptoms values. To protect the database and 

provide the best level of utility for the mined rules, a Jaya-

based Genetic Algorithm is employed. There are many 

drawbacks in privacy preservation for find out the complete 

and efficient solution. Some of them are privacy of the 

database should be gain with accuracy. So, optimization of the 

model should be deeply researched. 
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