
International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 9 

Article Received: 25 July 2023 Revised: 12 September 2023 Accepted: 30 September 2023 

___________________________________________________________________________________________________________________ 
 

 

    2818 

IJRITCC | September 2023, Available @ http://www.ijritcc.org 

 

Utilizing J48 Algorithm in Predicting Students 

Dropout in Higher Education Institution 
 

Noreen B. Fuentes 
College of Computer, Information and Communications Technology 

Cebu Technological University 

Cebu City, Philippines 
noreen.fuentes@ctu.edu.ph 

 

Larmie S. Feliscuzo 
College of Computer Studies 

Cebu Institute of Technology-University 

Cebu City, Philippines 
larmie.feliscuzo@cit.edu 

 

Cherry Lyn C. Sta.Romana 
College of Computer Studies 

Cebu Institute of Technology-University 

Cebu City, Philippines 
cstaromana@cit.edu 

 

 

 

Abstract— Dropout refers to students who voluntarily withdraw from a course or program prior to completion. University dropouts continue 

to be a major concern for educators and represent a substantial loss of human resources for society. At Cebu Technological University, it is 

always a challenge of the Department Chairperson the declining student population, which resulted in the reduction of the number of sections 

per year level and under loading of faculty.  
This study centers on the creation of a student-dropout model that predicts a student's behavior toward his studies. This model utilized the 

J48 decision tree algorithm, which extract data from the Student Information System (SIS) portal of the existing institution. Nine hundred sixty-

one (961) demographic and academic datasets from students enrolled in the two programs under the College of Computer, Information, and 

Communications Technology (CCICT) of Cebu Technological University (CTU) with nineteen (19) attributes. During the testing procedure, 
10-fold cross-validation was utilized. The J48 pruned tree utilized an average of 3 foliage with 4 as the measure of the tree.  The Kappa statistic 

yields a value of 0.8617 and its Correctly Classified Instances rate of 93.7%. This algorithm helps a lot to the institution in reducing the 

escalation of the attrition rate and providing proactive measures to address the issue. 

Keywords- academic performance; data mining; J48 algorithm; student dropout; academic analytics; higher education institution; 

 

I.  INTRODUCTION  

A. Background of the Study 

Students who discontinue their participation in a course or 
program prior to its completion are considered dropouts [1]. The 
persistence of university graduates remains a significant concern 
among educators and signifies a substantial depletion of valuable 
human resources for society. According to data provided by the 
National Center for Education Statistics (NCES) [2], there were 
2 million withdrawals among 16- to 24-year-olds, which 
corresponds to an attrition rate of 5.3%. Furthermore, it is 
noteworthy that 24.1% of first-year college students choose to 
withdraw within their initial year of enrollment [3]. University 
graduates can be placed into one of three categories: voluntary, 
transient, and permanent [4]. 

Dropping out of higher education institutions is a global 
phenomenon that affects universities worldwide [5]. Higher 
education institutions have conducted extensive research on the 
various categories of graduates, the factors leading to their 
departure, and the consequences of their decisions for more than 

a century. According to data from the Philippine Statistics 
Authority (PSA), 9% of the estimated population of Filipinos 
aged six to twenty-four [6] consists of approximately 3.53 
million out-of-school adolescents. 

In addition, the president of the Philippine Association of 
State Universities and Colleges (PASUC) disclosed the findings 
of a survey indicating that approximately 44,000 undergraduate 
students may choose not to enroll for the School Year 2020-2021 
owing to the economic difficulties caused by the COVID-19 
pandemic [6]. This is notable in light of the government's 2016 
and 2017 implementation of the Unified Student Financial 
Assistance System for Tertiary Education Act (UNIFAST) and 
the Universal Access to Quality Tertiary Education (Free 
Tuition) Act. 

Moreover, according to [7], the attrition rate at the tertiary 
level in the Philippines was 83.7% in 2012 before the 
implementation of RA 10931. In the same study, [8] reported an 
increase in the number of students withdrawing from a state 
university, according to data from the registrar's office for the 
Academic Year 2012-2013, which was the primary focus of the 
investigation. 
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42% of students who entered the College of Computer, 
Information, and Communications Technology (CCICT) at 
Cebu Technological University-Main Campus (CTU-MC) 
during the academic year 2018-2019 and graduated in the 
academic year 2021-2022 achieved academic success. As shown 
in Table 1, this success rate decreased to 33% for students who 
began their academic careers during the 2019-2020 academic 
year. 

In addition, during the 2021-2022 academic year, the College 
added the Bachelor of Science in Information Systems (BSIS) to 
its existing programs. The attrition rates for both programs have 
exhibited a consistent upward trend from the 2020-2021 school 
year through the 2022-2023 school year, as shown in Table 1. 

 

Table I. Students’ Status for CCICT Students 
School Year No. of First 

Year 

Students 

Total # of 

Graduates 

Success 

Rate 

Total No. 

of 

Dropouts 

Dropout 

Rate 

2018-2019 178 75 42%   

2019-2020 168 56 33%   

2020-2021 45   19 42% 

2021-2022      

BSIT 140   16 11% 

BSIS 115   29 25% 

2022-2023      

BSIT 175   42 24% 

BSIS 140   28 20% 

 
Understanding the causes of these high attrition rates is vital 

for both the institution and the affected students. It sheds light 
on the obstacles students face in pursuit of higher education and 
affords CTU-MC the opportunity to evaluate and improve its 
support mechanisms. This study lays the groundwork for a 
comprehensive investigation into the causes of these attrition 
rates, with the goal of gaining insights that can inform 
interventions and policies to enhance student retention and 
success in CCICT at CTU-MC. 
 

II. REVIEW OF RELATED LITERATURE 

The growing global concern relates to the rising incidence of 
illiteracy among college graduates. The investigation of this 
phenomenon's underlying causes holds promise for the 
development of novel intervention strategies. Due to the high 
attrition rate of this cohort in the country's public universities [8], 
a study in Argentina assessed the perceived academic 
contentment of first-year university undergraduates. Retention 
of students is a challenge faced by universities worldwide, 
including Mae Fae Luang University (MFU) in Thailand and 
others. Considering that a significant proportion of university 
withdrawals occur during the first year [9], institutions with high 
attrition rates confront the possibility of tuition and fee revenue 
losses. The Philippine Statistics Authority reports that 36,238 
individuals between the ages of six and twenty-four are not 
enrolled in school [10]. 

The emergence of "datafication" in tertiary education [11] 
has resulted in a greater emphasis on translating empirical 
insights into predictive models for student attrition (or success) 
using vast administrative data [12],[13],[14],[15],[16],[17],[18]. 
These applications typically seek to facilitate targeted student 
support and intervention programs, relying on a vast corpus of 
research literature on college success for engineering theory-
based features. For instance, Aulck and colleagues [12] used 
seven categories of freshman characteristics extracted from 

registrar data to predict outcomes for all students at a large 
government-owned university in the United States. The resulting 
model obtained a graduation prediction accuracy of 83.2% and 
a retention prediction accuracy of 95.5%. 

 
Recent research [19], [20], and [21] has investigated the 

fundamental causes of withdrawal intentions. Decades of 
research have depicted higher education as a journey with 
numerous turns and infrequent setbacks that have a significant 
impact on academic and career outcomes [22]. Multiple studies 
have highlighted the considerable benefits of postsecondary 
education in terms of income, job prestige, job matching 
dynamics, employment stability, and career progression. Recent 
comparative volumes [23], [24], [25], [26] shed further light on 
these dynamics. Demographics, family background, and prior 
academic history are prominent factors that correlate strongly 
with a student's academic, social, and economic resources prior 
to maturity, and have a significant impact on their college 
success [27]. Furthermore, students from multiple disadvantaged 
groups have an even greater likelihood of falling out of college. 
In contrast, research assessing individuals who began but did not 
complete tertiary education reveals significantly inferior labor 
market outcomes in terms of employment, access to professional 
occupations, job quality, and wages compared to graduates [28], 
[29], [30], [31]. 

A. Academic Analytics  

 
1.6.1. Implementing Predictive Analytics on the Dropout 

Dataset 
 
Previous research has established relationships between 

variables believed to be symptomatic of a student's intention to 
withdraw from their educational pursuits, such as academic 
history, current academic performance, and socioeconomic 
conditions. To classify and demonstrate the significance of these 
variables in predicting attrition intentions, a broader array of 
techniques is employed. The issue of attrition was initially 
highlighted in the study conducted by the author of [32], 
prompting further research interest in the topic. In addition, [33] 
authors employed logistic regression, taking categorical 
variables such as parental educational background, occupation, 
gender, and first-year academic performance into account as 
predictors of withdrawal intentions. 

In [35], the advantages and disadvantages of numerous 
classification algorithms are examined in depth. Using a bank 
dataset, classifiers, such as Naive Bayes and J48-based 
algorithms, were evaluated to maximize the true positive rate 
while minimizing the false positive rate when identifying 
defaulters. 

 

III. METHODOLOGY 

A. Research Design 

This study employs Exploratory Data Analysis (EDA) for 
Data Mining to analyze and validate data in order to generate 
new knowledge and build the classification model. 

B. Research Methods 

1) Model Development 

Fig. 2 depicts the study model illustrating how data were 
prepared and represented. 
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Figure 2.1. Model Development 

 

B.1.1. Data Collection 

 The researcher acquired a total of 961 data points from 

the student body at the College of Computer, Information, and 

Communications Technology via the Student Information 

System (SIS) portal at Cebu Technological University. This 

dataset covered the Bachelor of Science in Information Systems 

and the Bachelor of Science in Information Technology from 

academic year 2018-2019 to academic year 2022-2023. The 

following information describes the data obtained from the SIS 

portal. 

 
Table II. Features considered for the Dropout Detection 

Grou

p 

Feature Attribute Value 

D
em

o
g

ra
p

h
ic

 P
ro

fi
le

 

Gender Student’s Gender Male 

Female 

Address Student’s Address  Nearby - the 

approximate 

distance is 
between 8 to 

12 kilometers 

from CTU-MC 

both for the 
south and 

north of Cebu. 

Farther – 

roughly 

spanning from 

15-140 

kilometers 
both to the 

south and 

north of Cebu 

Farthest –  

Bohol, Leyte 

and various 

locations 

beyond Cebu 
Age Age -  

Marital Status Marital_status - Single 

- Married 

- Separated 

Living With 

Parents 

Living_status - Yes 

- No 

Mother 

Occupation 
Status 

Mothr_OccStatus - Unemploye

d 
- Currently  

Working 

Mother 

Occupation 

Mother_Occptn - As indicated 

Father 

Occupation 

Status 

Father_OccStatus - Unemployed 

- Currently  

Working 

Father 

Occupation 

Father_Occptn - As indicated 

Parent’s 

Monthly 
Income 

Monthly_Income  

E
d

u
ca

ti
o

n
a

l 
R

el
a

te
d

 D
a

ta
 

Year Entered 
College 

Year_Entered Year 

Degree 
Program 

Degree_Program BSIT 
BSIS 

GPA Upon 
Entering 

College 

GPA  

Computer 

Programming 

1-Lec grade 

ComProg1_LEC 

1.0-1.9 = Very 
Satisfactory 

2.0-2.9 = 

Satisfactory 

3-10.0 = Fail 
10.0 – drop or 

NA 

 

Computer 

Programming 

1-Lab grade 

ComProg1_LAB 

Computer 

Programming 
2-Lec grade 

ComProg2_LEC 

Computer 
Programming 

2-Lab grade 

ComProg2_LAB 

Average Grade 

for the Four 

subjects 

AveGrade 1.0-2.0 =Very 

Good  

2.1-2.9 = 

Good 
3.0 and up = 

Poor 

Total No. of 

Subjects 

Attended(base

d on the 4 
subjects 

declared) 

TotalNumOfSubjTake

n 
1.0-10.0 

(based on the 

result) 

 Student’s 

Status 

StudStatus Non-Dropout 

–  
Dropout –  

 
B.1.2. Data Preparation  

Prior to the deployment of any data mining technique, data 

preprocessing is crucial. Three processes were used to prepare 

the data: 

1. Integrate data from the SIS portal. 

2. Remove entries with incomplete data from the dataset 

extracted from the SIS portal. 

3. Categorize the final grades of the four (4) subjects to 

three groups: Very Satisfactory, Satisfactory, and 

Failed based on the University Student Manual and the 

student’s address based on the proximity location from 

the university 

B.1.3. Data Mining 

B.1.3.1. Classification 

This study aims to estimate the attrition rates of students 

enrolled in the two (2) programs offered by (CCICT) at CTU. 

The research employs a decision tree to classify unknown 

variables. The primary objective of this classification method is 

to create a decision tree with a flowchart-like structure 
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comprised of internal and leaf nodes. Leaf nodes represent class 

identifiers, while internal nodes represent attribute evaluations. 

To simplify the decision-making process and eliminate 

extraneous complication, pruning is utilized, which involves the 

removal of branches that do not contribute new information. 

B.1.3.1.1. J48 Algorithm 

The J48 algorithm is frequently described as an enhanced 

variant of C4.5. It is an extension of Ross Quinlan's earlier ID3 

algorithm, known as J48 in the Weka environment, with the 

letter 'J' indicating its Java implementation. Using decision trees 

or principles derived from them, J48 facilitates classification. 

J48 generates a Decision Tree with nodes including the root, 

internal nodes, and leaf nodes as its output. As its name implies, 

each node in the tree represents a decision that ultimately leads 

to particular outcomes. At each node, the decision tree employs 

a dividing criterion to determine the most appropriate attribute 

for segmenting the trained data [36]. 

 

As the root node of the decision tree, the characteristic that 

best classifies the training data is selected. Entropy (amount of 

uncertainty in the dataset), average information, and 

information gain (difference in entropy before and after 

dividing dataset on attribute "A") are calculated using the 

following formula when selecting the appropriate feature of the 

training data. 

 

 

 

 

 

 
 

 
 

IV. RESULTS AND DISCUSSION  

In this study, 961 datasets from School Year 2018-2019 to 

School Year 2022-2023 were obtained from the University's 

SIS portal. A thorough examination was conducted on the 

extracted dataset to identify and eliminate any duplicate 

entries. After the data had been cleaned, it was separated 

according to the specified school year. The data were then 

saved in CSV (comma-separated value) file format. This 

operation was performed using the Microsoft Excel 

application. In addition, the date of birth was omitted from 

the dataset because it was duplicated with age, which is also 

one of the investigated attributes. The categorical data within 

the dataset were organized for equivalence based on the 

Student Manual Grading System of the university. The 

dataset was subsequently divided into two subsets: training 

data and testing data. This division was performed to 

facilitate the construction of predictive models and to 

validate the model's accuracy. 

 

 

 

 

 

 

 

S.Y. 2018-2019 Decision Tree Result 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Based on the results of the decision tree model for the 2018-

2019 academic year, as depicted in Fig. 4.1. If a student has 

passed more than two subjects during the first semester, they 

are more likely to continue their education until graduation 

(4.1). In addition, the model predicts that if a student has passed 

at least two subjects, obtained a GPA of at least 89 in senior 

year of high school, and resides near or far from the university, 

they still have a decent chance of completing their education. 

The J48 Algorithm implemented tree pruning to prevent 

overfitting, resulting in a tree with 6 leaves and a size of 10. 

In terms of efficacy, this model obtained an impressive 

accuracy rate of 91.01% in correctly classifying instances. The 

Kappa statistic, which goes beyond mere accuracy to assess the 

classifier's reliability, yielded a value of 0.8074. This Kappa 

statistic is indispensable for obtaining a deeper comprehension 

of the performance of the classifier. This model utilized a 

dataset containing 178 instances. Figure 4.2 displays the 

specific. 

 

 

 

 

 

Fig. 3.2. Extracted Rules from the Tree 

 

 

 

Figure 4.2. S.Y. 2018-2019 Stratified Cross Validation 

Summary 

1. S.Y. 2019-2020 Decision Tree Result 

 As depicted in Figure 4.3, the decision tree indicates 

that a student is expected to continue their education until 

graduation if they pass more than two subjects in their first year. 

Moreover, the model predicts that even if a student passes at 

least two subjects based on the specified attributes, but receives 

a grade of "Very Satisfactory" or "Satisfactory" in ComProg1 

Lab, there is still a substantial likelihood that they will complete 

their education and graduate. The pruned tree has four leaves 

and a total leaf count of six. This means that lesser number of 

where: 

p is the number of positive examples 

n is the number of negative examples 
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leaves simplified the decision rules in the tree, making them 

more interpretable and simpler to comprehend and may help 

prevent overfitting in which the tree suits the training data and 

may not generalize well to new, unseen data.  Figure 4.3 

provides exhaustive information regarding the decision tree's 

outcomes. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.3. S.Y. 2019-2020 Decision Tree 

 

The rate of Correctly Classified Instances reaches 87.5% 

performance-wise. This demonstrates that the model excels at 

predicting both university dropouts and students who continue 

their education. In addition, the Kappa statistic resulted in a 

value of 0.7358, indicating that the model's performance in 

predicting withdrawals is quite plausible. Mean Absolute Error 

and Root Mean Squared Error are currently 0.2061 and 0.336, 

respectively. Figure 4.4 provides a comprehensive breakdown 

of its performance characteristics. 

 

 
 

Figure 4.4. Stratified Cross Validation Summary for  

S.Y. 2019-2020 

 

S.Y. 2020-2021 Decision Tree Result 

 

The following forecast is based on the results of the decision 

tree model for the academic year 2020-2021: 

• A student is likely to conclude their education if they have 

passed more than two subjects from the attribute list, 

regardless of how close or far away their residence is from 

the university. 

• In contrast, it is predicted that a student will opt out if they 

have failed two subjects from the attribute list. 

• Furthermore, even if a student has passed more than two 

subjects in their first year, it is possible that they will 

discontinue their education if they reside outside of Cebu. 

 

To evaluate the efficacy of the model, a 10-Folds Cross 

Validation is employed. Figure 4.5 illustrates the structure of 

the association. 

 

 

 

 

 

 

 

 

 

Figure 4.5. School Year 2020-2021 Decision Tree 
 

In terms of correctly classifying instances, it obtains an 

impressively high accuracy rate of 93.3% in terms of its 

performance. In addition, the Kappa Statistics result is 0.8643, 

indicating that the model's ability to predict attrition rates is 

highly accurate and efficient. Figure 4.6 provides a more 

comprehensive summary of its performance characteristics. 

 

 

 

 

 

 

Figure 4.6. Stratified Cross Validation Summary for S.Y. 

2020-2021 

 

S.Y. 2021-2022 Decision Tree Result 

Compared to previous school years' decision trees, the current 

decision tree appears to be the simplest. As shown in Figure 

4.6, it is predicted that a student will conclude their education 

effectively if they pass more than two computer programming 

courses. Examining its performance, the 99.2 percent 

accuracy rate approaches perfection. The Kappa Statistics 

result is 0.973, while the Mean Absolute Error and Root Mean 

Squared Error are 0.0117 and 0.0877, respectively. Given the 

exceedingly high rate of accuracy, these values suggest 

minimal error. 
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In the Confusion Matrix, there are 209 true positives, which 

account for 99.5 percent, and 1 false positive, equivalent to 0.5 

percent. Figure 4.7 provides details regarding the cross-

validation evaluation. 

 

 
Figure 4.7. Stratified Cross Validation Summary for  

S.Y. 2021-2022 

 

A. S.Y. 2022-2023 Decision Tree Result 

Regarding the decision tree model for the Academic Year 

2022-2023, it has been predicted that a student is classified as a 

Non-Dropout if they pass more than three computer 

programming classes in their First Year. Alternatively, a student 

is more likely to complete their education if they pass at least 

three computer programming courses in their First Year and live 

with their family. 

If a student passes two computer programming courses and 

receives a Satisfactory in Comprog 1 Lab, it is predicted that 

they will continue their education. If the student's Comprog 1 

Lab grade is Failed or Very Satisfactory, on the other hand, they 

are expected to discontinue their education. In addition, there is 

a considerable likelihood that a student will drop out of school 

even if they pass more than two Computer Programming 

courses and do not live with their families. The tree has only six 

leaves and is its tree size is ten. Observe Fig. 4.8 for a 

comprehensive illustration of the decision tree. 

 

   

  

 

 

 

Figure 4.6. S.Y. 2022-2023 Decision Tree 

 

In terms of its efficacy, it obtains an impressive accuracy rate 

of 97.46%, with only 2.5% of instances being incorrectly 

classified. In addition, the Kappa statistics produce a 

remarkable value of 0.928, indicating an exceedingly high 

degree of concordance between the model's predictions and the 

actual classifications. 

The Mean Absolute Error (MAE) is determined to be 0.0327, 

indicating that the model's predictions are exceptionally 

accurate and that the typical prediction error is small. The True 

Positive rate is 0.988, indicating a high proportion of accurate 

positive predictions, whereas the False Positive rate is 0.932. 

Collectively, these performance metrics demonstrate the 

model's robustness and dependability. Figure 4.7 contains 

additional performance-related information. 

 

 
 

Figure 4.6. Stratified Cross Validation Summary for S.Y. 

2022-2023 

 

Each School Year, based on the result of the tree, different 

attributes were used to predict whether or not a student would 

drop out of school. 

 

Table III. Summary of Decision Tree Performance 
 2018-

2019 

2019-

2020 

2020-

2021 

2021-

2022 

2022-

2023 

Correctly 

Classified 

Instances 
91.01% 87.5% 93.3% 99.2% 97.46% 

Kappa 

Statistics 
0.8074 0.7358 0.8643 0.973 0.928 

Mean 

Absolute Error 
0.1368 0.2061 0.0848 0.0117 0.0327 

Root Mean 

Squared 

Error 
0.2899 0.336 0.2602 0.877 0.1643 

 

As depicted in Table III via the decision tree analysis, the 

model demonstrates a remarkable average accuracy rate of 

93.7% and remarkably low error rates. This highlights the 

significant impact potential of implementing this model. 

In addition, it is crucial to acknowledge that the model's 

applicability extends beyond the College of Computer, 

Information, and Communications Technology, thereby 

extending its benefits to other Colleges within the university. 

Notable is the model's capacity to guide the formulation of 

intervention policies aimed at enhancing student retention and 

success in college. In addition, it has the potential to positively 

impact the lives of students by ensuring that they receive 

proactive interventions that prevent them from abandoning their 

educational pursuits. This unwavering support enables them to 

pursue their ambitions and work towards a prosperous future. 

V. CONCLUSION 

The study on dropout rates at Cebu Technological 

University-Main Campus (CTU-MC) has yielded significant 

findings regarding predictive models for dropout behavior 

and provided valuable insights into the factors influencing 
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student attrition. In addition, predictive models for 

disengagement behavior made use of J48's features in Weka. 

According to the findings, a student must have a solid 

foundation in the majority of their computer programming 

courses in their First Year to be successful in their 

educational endeavor; otherwise, they will likely drop out. 

Most of the result were able to obtain an average accuracy 

rate of 92 percent of the prediction after the model was 

applied.  
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