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Abstract—To avoid potential fatalities, it is vital to diagnose brain tumors at its earlier stage itself. Tumors vary widely in shape, size, and 

location and this makes accurate segmentation and classification difficult even with significant efforts in this field. Therefore, a hybrid method 

for classifying brain tumors called the hybrid VGG-XGBoost (hybrid VGG-XGB) model is proposed in this work. The K-means technique is 

used to extract significant characteristics from brain tumor images after they have first been improved using contrast-limited adaptive histogram 
equalization (CLAHE). Then, for extracting the high-level features segmented regions, VGG-19 model has been used and for classification 

process, XGBoost supervised learning technique has been utilized. As evidenced by criteria like precision, recall, F1-score, kappa score, and 

the confusion matrix, our novel approach outperformed baseline models and produced excellent results with a 98% accuracy rate. The suggested 

methodology for brain cancer diagnosis in healthcare systems is recommended by us, based on highly predictive outcomes 

Keywords-brain tumor; segmentation and classification; xgboost; MRI; machine learning. 

 

 

I.  INTRODUCTION  

 More than 200 different types of tumors can afflict humans; 
they are referred to as benign or malignant neoplasms in medical 
terminology. Brain tumors are considered severe diseases where 
abnormal growth of brain tissue causes abnormalities in brain 
function (American Cancer Society). The number of persons 
who have died from brain tumors has increased by 300% in the 
last three decades, according to the National Brain Tumor 
Foundation (NBTF). According [20], untreated brain tumors can 
result in death. Due to their intricacy, brain tumors can be 
difficult for medical professionals to diagnose and treat.  

The prognosis of patients with brain tumors is greatly 
influenced by early diagnosis and therapy commencement due 
to the reason that it requires surgery, brain tumor biopsies are 
more difficult than biopsies of other body areas. Thus, it is 
imperative to develop an alternative technique for precise 
diagnosis that does not require surgery. The most effective and 
widely used method for identifying brain cancers is magnetic 
resonance imaging (MRI) [19]. 

Furthermore, as it has less dimensional inaccuracy, radiation 
exposure to patients is reduced, and there are no adverse effects, 
it is thought to be superior to computed tomography (CT). The 
field of neuroscience places great importance on brain tumors 
since timely detection can save lives (Islam et al., 2021). There 

is still need for progress in terms of classification speed and 
accuracy, despite the wide range of techniques available for 
detecting abnormalities in brain magnetic resonance imaging. 

It is getting harder and harder to analyze and extrapolate 
medical data using traditional methods as a result of its 
increasing bulk. There's a fresh motivation for scientists to 
improve current approaches for more comprehensive clinical 
research [8]. Early cancer detection and localization are critical 
for the success of cancer therapy. In medical imaging, better 
clinical identification done by segmentation along with the 
structures that are complex are reported.  

When the quantity of images increases, the radiologist 
manually evaluates each image to determine the tumor's size. 
This could lead to an inaccurate assessment. An automated 
approach is required because medical picture evaluation and 
classification are subject to human mistake [17]. In order to 
provide patients with the best chance of recovery, prompt and 
accurate detection of brain tumors is crucial for directing 
effective treatment plans.  

Machine learning approaches, particularly supervised 
learning, have shown promise for significant increases in speed 
and accuracy in the classification of brain tumors. Supervised 
learning algorithms may be trained to recognize intricate 
patterns and traits that are suggestive of brain tumors as precisely 
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as possible by using labeled data that contains both tumor and 
non-tumor occurrences. 

With this method, precise diagnosis is not only made easier, 
but the model's comprehension is also expanded to include 
previously unstudied cases. For the process of brain tumor 
classification, a supervised learning method namely, XGBoost 
has been implemented.   

The following are the contributions made by this work: 
• To suggest the Hybrid VGG-XGBoost (hybrid VGG-

XGB) model as a hybrid model for categorizing the brain 
tumors. 

• The VGG-19 model is utilized to extract high-level 
features from the segmented regions and apply the K-means 
technique for feature extraction. XGBoost classifier is then used 
to carry out the classification process. 

• To assess the performance of the proposed model by 
utilizing various parameters like Precision, Accuracy, Recall, 
F1-Score, Confusion matrix, and Kappa Score. 

The organization of this paper is organized as follows: A 
recent study has been discussed in Section 2 that has utilized a 
variety of models for identifying brain tumors in magnetic 
resonance imaging (MRI). A detailed explanation of the 
suggested work has been provided in Section 3. In Section 4, the 
evaluation matrices and the outcomes of the selected dataset 
were discussed. This paper is concluded in the Section 5.   

II. LITERATURE SURVEY 

Deep transfer learning architectures' efficacy in brain tumor 
diagnosis was the focus of a study conducted [7]. This study used 
the InceptionV3, VGG19, DenseNet121, and MobileNet transfer 
learning architectures. [6] The Transformer module (TM) and 
the self-attention unit (SAU) in a hybrid deep learning strategy 
to classify various cancers in MR images. This innovative 
approach combines local and global information to produce fine-
grained characteristics through the use of a cross-fusion process. 

The lightweight and optimized version of deep transfer 
learning (iResNet) helps to overcome the problem of overfitting. 
A brain tumor detection method was proposed that demonstrated 
high sensitivity and specificity [4]. However, the limitation of 
this study was set to use only a small dataset which may not 
represent the entire population. In [5] proposed two deep 
learning models were proposed for identifying binary and 
multiclass brain tumors, but the limited amount of accurately 
annotated data was still a challenge. 

A brain tumor segmentation technique called attenuation 
residual U-Net was presented [3]. The learning and retrieval 
module's adaptive feature processing leads to better 
segmentation outputs, which in turn provide better tumor 
lesions. However, computational source constraints lead to the 
loss of context-related information about the tumor lesion 
sections. 

A system for automatically classifying brain tumors using 
machine learning networks was created [1] to distinguish 
between images of high- and low-grade glioma cancer. The brain 
and other central nervous system malignancies were classified 
by the scientists using an extreme gradient boosting model, 
which had 90% and 95% accuracy rates, respectively.  

As a part of his Deep Learning approach, [2] a multi-path-
way Convolution Neural Network design for segmenting and 
classifying the brain tumors. Three different types of model 
branches are combined by utilizing the max-pooling and a single 

convolution layer in which every model branch will have two 
max-pooling convolution layers that are in different sizes. 

By using the substantial collection of brain tumor pictures, 
[9] addressed the challenging issue of identifying brain tumors 
in MRI scans. Also, the author demonstrated the procedure of 
applying transfer learning technique for optimizing the cutting-
edge YOLOv7 model thereby improving its capacity to identify 
gliomas, meningiomas, and pituitary brain tumors.  

Brain cancers can now be accurately classified using a 
unique deep learning method based on transfer learning, 
according to [8].Rebuilding the transfer learning architecture, 
fine-tuning, and substantial pre-processing are all part of their 
new approach. Additionally, Xception, ResNet50V2, 
InceptionResNetV2, and DenseNet201 were among the transfer 
learning techniques they used. 

III. MATERIALS AND METHODS 

 

The suggested Hybrid VGG-XGB model for classifying brain 

tumors is covered in detail in this section. 

3.1. Dataset 

The Magnetic Resonance Imaging (MRI) dataset, which 
contains images from brain MRI scans, was used in this work 
[18]. This database contains 3264 MRI images that have been 
classified as tumors or non-tumors. The testing results included 
images of 74 pituitary tumors, 105 no tumors, 115 meningiomas, 
and 100 gliomas. Images of 822 meningiomas, 826 pituitary 
tumors, 827 gliomas, and 395 no tumor were taken into 
consideration for evaluating the model. 

3.2.  Overview of the work 

First, input MRI pictures are processed using the CLAHE 
approach to improve the images. K-means is then used to carry 
out the segmentation process. Subsequently, VGG-19 is used for 
feature extraction, and the XGBoost classifier is used for final 
classification. This results to the categorization of meningioma, 
pituitary tumor, glioma, and no tumor. After classification, the 
process's overall effectiveness can be determined through 
performance evaluation. Figure 1 demonstrates this technique. 

 
 

Figure 1. Flow of proposed Hybrid VGG-XGB model 
 

3.3.  Image Enhancement using CLAHE 

 
Convolutional linear adaptive histogram equalization, or 

CLAHE, was applied to enhance the visual appeal of the images 
[17]. Pre-processing techniques such as CLAHE may 
conceivably improve the visibility and clarity of skin lesions. A 
narrow, reliable, and contrast range can be produced by CLAHE 
when the bilinear thresholding, and bilinear interpolation are 
used. Different sized pictures are collectively used and the 
feature values will be varied when they bilinear are extracted 
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from different sized photographs. The pixel size of the image 
was decreased to 768 by 576 using this procedure. A resolution 
of 768 by 576 pixels was ideal for preserving every bit of 
information from the original shot. The photos can now go to the 
segmentation process. 

3.4. Segmentation using K-means algorithm 

The K-means technique is utilized to achieve image 

segmentation subsequent to image enhancement. To separate or 

categorize data into k different categories, a method called K-

means can be used. Since k is not a negative number, it must be 

positive. When comparable data are clustered together to create 

a cluster, the sum of squares of the distances between the data 

points and the centroids of each cluster decreases. In short, the 

k-means clustering algorithm is the method of choice for data 

classification.  

K-means clustering approach is simple to comprehend. We will 

consider that there are k clusters, and that the centroid of each 

cluster is represented by the integer k. The initial centroids can 

come from the first k items or they can be chosen at random. In 

any case, they have to originate from the same set. Following 

that, the K-means algorithm will proceed through the three 

stages listed below until it finds convergence: 

Continue until the object move group is stable. 

1. Find the coordinate of the centroid. 

2. Calculate the separation between each object and the 

centroids. 

3. Sort the items according to the shortest distance (find the 

nearest centroid). 

3.5. Feature extraction using VGG-19 

In several tasks related to disease diagnosis and prediction, deep 

learning has been widely used recently [12][13][14]. The issue 

of disappearing gradients in deep convolutional neural networks 

was suggested to be resolved by the VGG-19 model. Deep 

neural networks are well recognized for having a huge number 

of parameters, which enables them to extract complicated 

patterns and pictures from the input data. 

Since the vanishing gradient problem occurs, deep network 

training is extremely difficult. The gradients that backpropagate 

across the layers experience a considerable decrease, which 

causes this issue. The network's capacity to learn with maximum 

effectiveness is put to the test by this problem. Feature 

engineering in our suggested approach makes use of VGG19. 

3 fully connected (FC) layers and 16 convolutional layers make 

up a 19-layer deep neural network known as VGG-19 [16]. The 

ImageNet dataset, which has over a million photos divided into 

a thousand classifications, was used in its creation to classify 

images.  

Uing this network's architecture and design, greater complexity 

in picture data categorization is feasible which places max 

pooling layers with a 2 × 2 window size and a 2-pixel stride after 

the convolutional layers of VGG19, which use 3 × 3 filters with 

a 1-pixel stride. This VGG19 model uses the rectified linear unit 

(ReLU) activation function in its fully connected and 

convolutional layers. The definition of the convolution operation 

for an input feature space 𝐼 of dimensions 𝑊×𝐻, utilizing a filter 

𝐿 of size 𝑀×𝑀 over a location (m, n), is: 

𝑂(𝑚, 𝑛) = ∑ ∑ 𝐼(𝑚 + 𝑎 − 1, 𝑛 + 𝑏 − 1) × 𝐿(𝑎, 𝑏)𝑀
𝑏=1

𝑀
𝑎=1      

(1)          

Where the output at position (m, n) is denoted by 𝑂(m, n). 𝐿 

denotes the filter used in the convolution procedure. The ReLU 

function is widely employed in deep learning models because to 

its computational efficiency and real-world efficacy[15]. 

VGG19 uses max pooling layers and convolutional layers with 

ReLU activation functions to extract features and lower spatial 

dimensionality. Finally, the fully linked network layers also 

make use of ReLU activation mechanisms. The activation 

function of ReLU applied to FC layers for feature extraction over 

an input m is as follows: 

𝑅𝑒𝐿𝑈(𝑥) = max⁡(0, 𝑥)                                                    (2) 

 

 
 

Figure 2. Illustrates VGG19 architecture for extracting feature from FC-7 and 

FC-8 layers. 

The total number of 4096 x 25 learnable weights and 4096 x 1 

bias is computed to make a initial fully connected layer and to 

mitigate the dropout rate of 50% observation of implementing 

dropout layer has been observed between the fully connected 

layers. Figure 2 illustrates the VGG19 architecture for feature 

engineering. There are a total of 1000 by 4096 learnable weights 

in the final layer. At the FC7 layer, the activation-resulting 

feature map measures 1 × 1 × 1000, while at the FC8 layer, it 

measures 1 × 1 × 4096. 

Feature Concatenation 

By emphasizing the highest value in a new equation, feature 

concatenation is a method that combines two feature spaces into 

a single vector. It increases prediction and training times while 

also increasing accuracy. 𝑍3 or the composite vector, is defined 

as the maximum value obtained from 𝑍1∈𝐹𝑉1 and 𝑍2∈𝐹𝑉2, 

provided that 𝑍3 is unique and does not include any duplicate 

components. The dimensions of the feature vector 𝑍3  are 

𝐹𝑉1×4096 and 𝐹𝑉2×1000, making it a composite object. 

Presented below is the concatenated feature map:   

𝑍3̃ = 𝑍3 ← max(𝑍1, 𝑍2)&⁡𝑍3 ∈ 𝑛𝑜𝑡⁡𝑟𝑒𝑝𝑒𝑎𝑡𝑒𝑑      (3)                             

3.6. Classification using XGBoost 

XGBoost classifier is used for MRI image classification when 

the feature map from the previous phase is obtained. XgBoost is 

a reliable method for classification and [11]. The framework fits 

residual values with iterative decision trees, improving 

efficiency and performance. It is based on gradient boosting. 

Since XgBoost estimates the loss function using a Taylor 

expansion rather than Friedman's gradient boosting, it produces 

a better trade-off between bias and variance. This frequently 

results in fewer decision trees needed for more accuracy. The 

representation of XgBoost is seen in the graphic below. 
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Assuming that a sample set has m features and n samples, it may 

be expressed as 

𝐺 = 𝑓(𝑥𝑠, 𝑦𝑠) × 𝑔(𝐺𝑡)                                                   (4) 

In this case, t denotes the true value and s the eigenvalue. After 

adding together, the outcomes of K trees, the final projected 

value is calculated and expressed as follows. 

𝑦𝑔 = ∑ 𝑓(𝑥𝑠), 𝑓𝑘 ∈ 𝐹𝑛
𝑘=1                                                 (5) 

In which F denotes a set of decision trees, each of which is 

specified as follows: 

𝐹 = {𝑓(𝑥) = 𝑤𝑞(𝑥)}{𝑞: 𝑅
𝑚 → 𝑇,𝑊 ∈ 𝑅𝑇}                   (6) 

In XgBoost, one tree's weight is represented by the value of (𝑥), 

whereas the weight of the leaf nodes is represented by 𝑤𝑞(𝑥). 

Consider a tree with T leaf nodes overall, with q the arrangement 

connecting a sample to its corresponding leaf node. Based on 

this, the total of all the leaf node values in each tree represents 

the expected value of XgBoost. Through learning, these k trees 

are guided toward this model in order to minimize the target 

function below. 

𝐿𝑔 = ∑ 𝐼(𝑦𝑔, 𝑦𝑔
∗)𝑛

𝑔=1 + ∑ 𝜕(𝑓𝑘)
𝑛
𝑘=1                                     (7) 

When it comes to statistical analysis, loss is the discrepancy 

between the real and estimated values. Logarithmic loss, square 

loss, and exponential loss are among the several types of loss 

functions that are commonly used. To prevent overfitting, 

regularization W is used to calculate the decision tree penalty. 

Here is the formula for W: 

𝜕(𝑓𝑘) = ѡ𝑇 +
1

2
𝛼‖ѡ‖2                                                 (8) 

The number of leaf nodes, or T, that are present in the regular 

term is one hyper-parameter that controls the complexity of the 

model. The penalty coefficient, denoted by the letter, is usually 

a constant value for a given leaf weight w. A new tree is created 

to accommodate the residuals from the previous round, and the 

model's complexity is frequently determined empirically during 

the training phase. As a result, the equation for the model with t 

trees added is as follows: 

𝑦𝑠
𝑔
= 𝑦𝑠

𝑔−1
+ 𝑓𝑘(𝑥𝑠)                                                  (9) 

The final objective function is obtained: 

𝑜𝑏𝑗 − 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 = ⁡−
1

2
∑

𝐺𝑡

𝐻𝑡+𝜇
+ 𝜌𝑇𝑇

𝑡=1                         (10) 

To minimize model complexity, regularization to the standard 

function using XgBoost is typically employed, and first and 

second derivatives are utilized to fit the residual error. To reduce 

computing and overfitting, this method additionally allows for 

column sampling and comparatively, this produces a greater 

number of hyper-parameters than gradient-boosting decision 

trees (GBDT), but fine-tuning them works differently. 

 

IV. RESULT AND DISCUSSION 

The effectiveness of the suggested hybrid VGG-XGB model is 

assessed quantitatively using a range of measures, including 

sensitivity, F1-score, accuracy, recall, and precision. In order to 

calculate four metrics, four primary indicators must be 

considered: the percentage of healthy cases correctly classified 

(false positives, FP); the percentage of healthy cases incorrectly 

classified (false negatives, FN); the percentage of unhealthy 

cases correctly classified (true negatives, TN); and the 

percentage of unhealthy cases incorrectly classified (false 

positives, FP). Various factors, including as accuracy, precision, 

recall, and F1-score, are used as assessment indicators to analyze 

how well different models perform. These measurements came 

from the data of right and wrong detections. Equations (11) 

through (14) provide an expanded computation of the measures 

for multi-class activities utilizing macro averages, which may 

help with understanding. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                                              (11) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                                              (12) 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦/𝑟𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝐹𝑁+𝑇𝑃
                                                      (13) 

  𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =
2∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙 

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙 
                                       (14) 

The suggested work is evaluated by comparing its performance 

to current methods, namely the Support value-based deep neural 

network (SDNN) [10] and the 2D Convolutional Neural 

Network (2DCNN) [19].ReNet50V2 [8]. 

TABLE 1: COMPARISON OF THE PROPOSED WORK WITH THE OTHER STATE OF 

ART MODELS 

Algorithms/parameter

s 

2DCN

N 

SDN

N 

ResNet50V

2 

Propose

d hybrid 

VGG-

XGB 

model 

Accuracy (%) 94.2 95.3 96.1 98.0 

Precision(%) 89.23 92.56 93.3 96.34 

Recall(%) 91.87 93.45 93.3 94.39 

F1-score (%) 90.53 93.00 93.3 96.87 

 

Examining the classification context for brain tumors as 

presented in Table 1 will help determine how effective the 

proposed effort is. The proposed hybrid VGG-XGB model 

outperforms the prior models with the following impressive 

results: 98.0%, 96.34%, 94.39%, and 96.87% for accuracy, 

precision, recall, and F1-score, respectively. This improved 

performance is evidence of the hybrid model's effectiveness, 

which includes feature extraction via the VGG-19 convolutional 

neural network and final classification using the XGBoost 

classifier.  

Compared to the other models, 2DCNN, SDNN, and 

ResNet50V2, the Proposed Hybrid VGG-XGB model excels in 

providing higher accuracy, which is crucial in medical image 

analysis, where misclassification can have significant 

consequences. The improved precision and recall also indicate a 

better balance between correctly identifying tumor regions and 

minimizing false positives and false negatives, which are 

essential for clinical accuracy. 

Confusion matrix: A confusion matrix, in the context of artificial 

intelligence, is a matrix that displays the efficiency of relevant 

algorithms. Each row in the matrix represents the actual (true) 

value of instances, whereas each matrix column represents the 

predicted number of instances. We can ascertain whether the 

results are ambiguous or whether the classes overlap thanks to 

this matrix, which lives up to its name. Decreasing the modeling 

process's false positive and false negative results is crucial for 

medical research. Figure 3 - Figure 6 illustrates how false 

positive and false negative rates affect an organization. 
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Figure 3. Confusion matrix for proposed hybrid VGG-XGB model 

 

 
           Figure 4.Confusion matrix for ResNet50V2 

 

 
 

              Figure 5. Confusion matrix for SDNN 

 
 

Figure 6:Confusion matrix for 2DCNN 

 

Kappa score: The kappa score is a metric used to assess the 

degree of agreement between the predicted and observed 

outcomes of a classification model while accounting for the 

potential that the observed agreement is the product of pure 

chance. The scale goes from -1 to 1, with 0 denoting chance 

agreement, 1 denoting total agreement, and -1 representing total 

disagreement. 

𝐾𝑎𝑝𝑝𝑎⁡𝑠𝑐𝑜𝑟𝑒 =
𝑃𝑜 − 𝑃𝑒
1 − 𝑃𝑒

 

In which 𝑃𝑜  represents the observed agreement, and 𝑃𝑒 

represents the expected agreement. 

𝑃𝑜 = ⁡
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

𝑃𝑒 = ⁡
(𝑇𝑃 + 𝐹𝑃)

(𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁)
 

TABLE 2: COMPARISON OF PROPOSED WORK’S KAPPA SCORE WITH THE OTHER 

MODELS 

Model Kappa score 

2DCNN 95.34 

SDNN 96.67 

ResNet50V2 97.12 

Proposed hybrid VGG-XGB 

model 

98.36 

 

The Table 2 provides a comparison of various models based on 

their Kappa scores, which serve as an indicator of their 

classification performance for tumor region segmentation. It is 

evident that all the models have achieved high Kappa scores, 

signifying their effectiveness in accurately classifying tumor 

regions in medical images. Remarkably, the Proposed hybrid 

VGG-XGB model stands out with the highest Kappa score of 

98.36. This hybrid model likely combines the strengths of both 

VGG, a well-established CNN architecture, and XGBoost, a 

powerful gradient boosting algorithm.  

VGG excels at extracting intricate and hierarchical features from 

medical images, enabling accurate segmentation of tumor 

regions. Its deep convolutional layers provide exceptional 

feature representation, capturing fine details crucial for precise 

classification. Also, XGBoost is renowned for its robustness in 

handling complex, high-dimensional data, making it an ideal 

choice for the final classification step. The combination of these 

techniques seems to result in superior classification accuracy, 

demonstrating the advantages of model fusion in brain tumor 

classification. 

 

CONCLUSION 

Artificial intelligence and machine learning are essential to the 

healthcare industry, especially when it comes to imaging-based 

illness identification. Using MRI data, this study presented a 

novel method for segmenting and classifying brain tumors: the 

hybrid VGG-XGB model. MRI brain images were enhanced 

using the CLAHE approach, and relevant features were 

extracted using the K-means algorithm, segmented using VGG-

19, and classified using XGBoost. With 98.0% accuracy, 

96.34% precision, 94.39% recall, and 96.87% F1-score, 

respectively, the experimental findings demonstrated 

outstanding performance, surpassing the state-of-the-art 

techniques at this time. These outcomes highlight how well our 

approach works to identify anomalies in MRI brain scans. 
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